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CHAPTER 1

NUMBER FIELDS AND ALGEBRAIC INTEGERS

1.1. Algebraic integers

All the rings in this section are supposed to be commutative.

Definition 1.1.1. — Let A ⊂ B be an extension of rings. We say an element x ∈ B is
integral over A if there exists a monic polynomial f(T ) = Tn + a1T

n−1 + · · ·+ an ∈ A[T ]
such that f(x) = 0. We say B is integral over A, if every x ∈ B is integral over A.

Example 1.1.2. — (1) Z[i] is integral over Z.
(2) Let L/K be an extension of fields. Then L is integral over K if and only if L/K is

an algebraic extension.

Proposition 1.1.3. — Let A ⊂ B be an extension of rings, x ∈ B. Then the following
statements are equivalent:

1. x is integral over A.
2. the subring A[x] ⊂ B is a finite generated A-module.
3. x belongs to a subring B′ ⊂ B such that B′ is finitely generated as an A-module.

Proof. — (1) =⇒ (2) =⇒ (3) is trivial. We prove now (3) =⇒ (1). Choose generators
α1, · · · , αn of the A-module B′. Since xB′ ⊂ B′, there exists a U ∈ Mn×n(A) such that

x(α1, · · · , αn) = (α1, · · · , αn)U ⇐⇒ (α1, · · · , αn)(xIn − U) = 0.

Let V be the cofactor matrix of xIn − U . Then one has

(α1, · · · , αn)(xIn − U)V = (α1, · · · , αn) det(xIn − U) = 0.

As 1 ∈ B′ is a linear combination of αi’s, we get det(xIn−U) = xn+a1x
n−1 + · · ·+an = 0.

Corollary 1.1.4. — Let A ⊂ B be extensions of rings. Then the elements of B which
are integral over A form a subring of B.

Proof. — Given x, y ∈ B integral over A, we need to show that x + y and xy are also
integral over A. Actually, one sees easily that A[x, y] is a finitely generated A-module,
and concludes using Proposition 1.1.3(3).
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Corollary 1.1.5. — Let A ⊂ B ⊂ C be extensions of rings. Then C is integral over A
if and only if C is integral over B and B is integral over A.

Proof. — The “only if” part is easy. Prove now that the inverse implication holds. Let
x ∈ C. Since C is assumed integral over B, we have f(x) = xn + b1x

n−1 + · · · + bn = 0
for some b1, · · · , bn ∈ B. Note that b1, · · · , bn are all integral over A by assumption.
One proves easily by induction that A[b1, · · · , bi] is a finitely generated A-module for all
1 ≤ i ≤ n. Then A[b1, · · · , bn, x] ∼= A[b1, · · · , bn][T ]/(f(T )) is also finitely generated as
A-module. One concludes with Proposition 1.1.3(3).

Definition 1.1.6. — (1) Let A ⊂ R be an extension of rings. Define the integral closure
of A in R to be the subring of R consisting of all integral elements over A.

(2) If the integral closure of A in R is A, we say A is integrally closed in R.
(3) Assume A is an integral domain. We say A is integrally closed if A is integrally

closed in its fraction field.

Example 1.1.7. — (1) Z is integrally closed. Indeed, let x = a
b ∈ Q with gcd(a, b) = 1

and b > 0. If x is integral over Z, then there exist some c1, · · · , cn ∈ Z such that

xn + c1x
n−1 + · · ·+ cn = 0⇐⇒ an + c1a

n−1b+ · · ·+ cnb
n = 0.

If b 6= 1, let p denote a prime dividing b. Then the equality above implies that p|an, hence
p|a. This contradicts with gcd(a, b) = 1.

(2) Let ω = e
2πi
3 . Then Z[ω] is integral over Z and integrally closed by similarly

arguments as above. Actually, every principal ideal domain is integrally closed.

Definition 1.1.8. — (1) An element x ∈ C is an algebraic number (resp. an algebraic
integer) if x is integral over Q (resp. over Z).

(2) A number field is a finite extension of Q. For a number field K/Q, we define OK to
be the integral closure of Z in K, and call it the ring of integers of K.

Example 1.1.9. — The ring of Gauss integers Z[i] is the ring of integers of Q(i), and

Z[ω] with ω = −1
2 +

√
−3
2 is the ring of integers of Q(

√
−3).

Proposition 1.1.10. — Let x ∈ C be an algebraic number, and f(T ) = Tn + a1T
n−1 +

· · · + an ∈ Q[T ] be its minimal polynomial. Then x in an algebraic integer if and only if
f(T ) ∈ Z[T ].

Proof. — One side implication is clear. Assume now that x is an algebraic integer. Let
{x = x1, · · · , xn} be the set of complex roots of f(T ). We claim that each xi is also an
algebraic integer. Indeed, for each xi, there exists an embedding of fields ι : K = Q(x) ↪→
C such that ι(x) = xi. Therefore, if x satisfies g(x) = 0 for some monic polynomial
g(T ) ∈ Z[T ], then g(xi) = ι(g(x)) = 0. This proves the claim. But each ai is a symmetric
function of xj ’s. It follows that ai ∈ OK ∩Q = Z.
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Example 1.1.11. — Let K = Q(
√
D) with an integer D 6= 1 square free. Then we have

OK = Z + ZωD, where

ωD =

{
1+
√
D

2 if D ≡ 1 mod 4√
D if D ≡ 2, 3 mod 4.

It is easy to check that ωD is an integer. It remains to show that if x = a + b
√
D with

a, b 6= 0 ∈ Q is an integer, then x ∈ Z + ZωD. Indeed, the minimal polynomial of x over
Q is T 2 − 2aT + (a2 − b2D) = 0. By the previous Proposition, for x to be an integer, one
must have 2a, a2−b2D ∈ Z. If a ∈ Z, then b must be in Z. Otherwise, if a is a half-integer,
then b has to be an half-integer as well and D ≡ 1 mod 4.

1.2. Traces and norms

Definition 1.2.1. — Let L/K be a finite extension of fields, and x ∈ L. We view L as
a finite dimensional K-vector space, and denote by

φx : L→ L

the K-linear endomorphism on L defined by the multiplication by x. We have φx ∈
EndK(L). We put TrL/K(x) = Tr(φx), and call it the trace of x (relative to L/K); put
NL/K(x) = det(φx), and call it the norm of x (relative to L/K).

Lemma 1.2.2. — Let L/K be a finite extension of fields, and x ∈ L.

1. One has

TrL/K(x) = [L : K(x)]TrK(x)/K(x) and NL/K(x) = NK(x)/K(x)[L:K(x)].

2. If f(T ) = Tn + a1T
n−1 + · · · an ∈ K[T ] is the minimal polynomial of x over K, then

TrK(x)/K(x) = −a1 and NK(x)/K(x) = (−1)nan.

Proof. — Exercise.

From now on, we assume that all the fields encountered are number fields.

Proposition 1.2.3. — Let L/K be a finite separable extension of fields, and n = [L : K].
Fix an algebraically closed field Ω, and an embedding τ : K ↪→ Ω. Then

1. there exists exactly n distinct embeddings σ1, · · · , σn : L ↪→ Ω such that σi|K = τ for
1 ≤ i ≤ n;

2. the n embeddings σ1, · · · , σn are linearly independent over Ω.

Proof. — (1) By induction on n, one reduces to the case where L = K(x) for some x ∈ L.
In this case, let f(T ) = Tn + a1T

n−1 + · · · an be the minimal polynomial of x over K
so that L ∼= K[T ]/(f(T )). Put f τ (T ) = Tn + τ(a1)Tn−1 + · · · + τ(an) ∈ Ω[T ], and let
α1, · · · , αn ∈ Ω be the roots of f τ (T ). Then the αi’s must be distinct (because f(T ) is
separable). For each αi, there exists a unique embedding σi : L ↪→ Ω extending τ such
that σi(x) = αi. Conversely, if σ : L ↪→ Ω is an extension of τ , then it must send x to
some αi, hence it must coincide with one of the σi’s.
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(2) The statement is trivial if n = 1. Suppose now n ≥ 2 and in contrary that σ1, · · · , σn
are linearly independent over Ω. Up to renumbering, we may assume that

∑d
i=1 ciσi = 0

is a linearly relation with ci ∈ Ω× such that d ≥ 2 is minimal. Thus for any x ∈ L, we

have
∑d

i=1 ciσi(x) = 0. By dividing c1, we may assume that c1 = 1. Choose y ∈ L such

that σ2(y) 6= σ1(y). This is possible since σ1 and σ2 are distinct. Then
∑d

i=1 ciσi(xy) =∑d
i=1 ciσi(y)σi(x) = 0 for all x ∈ L. Therefore, one obtains

d∑
i=2

ci(σi(y)− σ1(y))σi(x) = 0, ∀x ∈ L.

This is a non-zero linear relation among σi’s of length at most d − 1, whose existence
contradicts with the minimality of d.

Theorem 1.2.4. — Let L/K be a finite separable extension of fields, τ and σi for 1 ≤
i ≤ n be the embeddings as in Proposition 1.2.3. We identify K with its image in Ω via
τ . Then one has

TrL/K(x) =
n∑
i=1

σi(x) and NL/K(x) =
n∏
i=1

σi(x), for all x ∈ L.

Moreover, the K-bilinear form L× L→ K given by

(x, y) 7→ TrL/K(xy) for all x, y ∈ L

is non-degenerate, i.e. if x ∈ L such that TrL/K(xy) = 0 for all y ∈ L, then x = 0.

Proof. — By the construction of σi’s in Proposition 1.2.3, TrL/K(x) and NL/K(x) are easily
verified if L = K(x). The general case follows from Lemma 1.2.2(1). The non-degeneracy
of the K-bilinear form TrL/K(xy) follows immediately from Proposition 1.2.3(2).

Remark 1.2.5. — If L/K is inseparable, then the pairing TrL/K is no longer non-

degenerate. For instance, if K = Fp(x) and L = Fp(x1/p), then TrL/K(x) = 0 for all
x ∈ L.

Corollary 1.2.6. — Let α1, · · · , αn be n = [L : K] elements of L. Then (α1, · · · , αn) is
a K-basis of L if and only if det(TrL/K(αiαj)) 6= 0.

Proof. — Consider the morphisms:

Kn φ−→ L
ψ−→ Kn

given respectively by φ : (xi)1≤i≤n =
∑

i xiαi and ψ : x 7→ (TrL/K(xαi))1≤i≤n. Then the
matrix of ψ◦φ under the natural basis of Kn is (TrL/K(αiαj))1≤i,j≤n. If (αi)1≤i≤n is a basis
of L, then φ is an isomorphism by definition, and ψ is injective (hence bijective) by the non-
degeneracy of TrL/K(xy). It follows that ψ◦φ is an isomorphism, thus det(TrL/K(αiαj)) 6=
0. Conversely, if det(TrL/K(αiαj)) 6= 0, then ψ ◦ φ is an isomorphism. It follows that φ is
injective, hence bijective since L has the same K-dimension as Kn.
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Given a basis (αi)1≤i≤n of L over K. Let C = (cij)1≤i,j≤n denote the inverse matrix of
(TrL/K(αiαj))1≤i,j≤n, and put α∨i =

∑n
k=1 αkcki for 1 ≤ i ≤ n. Then one checks easily

that

TrL/K(αiα
∨
j ) =

{
1 if i = j

0 otherwise.

We call (α∨i )1≤i≤n the dual basis of (αi)1≤i≤n with respect to TrL/K . For any x ∈ L, if
we write x =

∑
i xiαi, then xi = TrL/K(xαi); similarly if we write x =

∑
i yiαi, then

yi = TrL/K(xαi).

1.3. Discriminants and integral basis

We apply the theory of previous section to the case of number fields. In this section,
let K denote a number field of degree n = [K : Q], and OK be its ring of integers. For
α1, · · · , αn ∈ K, we put

Disc(α1, · · · , αn) = det(TrK/Q(αiαj)),

and call it the discriminant of α1, · · · , αn.

Lemma 1.3.1. — (1) The elements α1, · · · , αn form a basis of K over Q if and only if
Disc(α1, · · · , αn) 6= 0.

(2) If σ1, · · ·σn denote the n distinct complex embeddings of K given by Proposi-
tion 1.2.3, then

Disc(α1, · · · , αn) = det(σi(αj))
2.

(3) If C ∈ Mn×n(Q) and (β1, · · · , βn) = (α1, · · · , αn)C, then

Disc(β1, · · · , βn) = Disc(α1, · · · , αn) det(C)2.

Proof. — Statement (1) is Corollary 1.2.6. For (2), one deduces from Theorem 1.2.4 that

TrK/Q(αiαj) =
n∑
k=1

σk(αiαj) =
∑
k

σk(αi)σk(αj).

Hence, if A denotes the matrix (TrK/Q(αiαj))1≤i,j≤n and U = (σi(αj))1≤i,j≤n, then A =

UT ·U . Statement (2) follows immediately. Let B denote (TrK/Q(βiβj))1≤i,j≤n. Then one

has B = CT ·A · C, and hence (3) follows.

Proposition 1.3.2. — Let α be an arbitrary element of K, and f(T ) ∈ Q[T ] be its
minimal polynomial. Then one has

Disc(1, α, · · · , αn−1) =

{
0 if deg(f) < n,

(−1)
n(n−1)

2 NK/Q(f ′(α)) if deg(f) = n.
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Proof. — Since (1, α, · · · , αn−1) form a basis of K if and only if deg(f) = n, the first case
follows from Lemma 1.3.1(1). Assume now deg(f) = n. Denote by σ1, · · · , σn the complex
embeddings of K. By Lemma 1.3.1(2), one has

Disc(1, α, · · · , αn−1) = det(σi(α
j−1)1≤i,j≤n)2 =

∏
i<j

(σi(α)− σj(α))2,

where the last equality uses Vandermonde’s determinant formula. The Proposition then
follows from

NK/Q(f ′(α)) =

n∏
i=1

σ(f ′(α)) =

n∏
i=1

∏
j 6=i

(σi(α)− σj(α)).

Theorem 1.3.3. — The ring of integers OK is a free abelian group of rank n.

Proof. — Choose a basis (αi)1≤i≤n of K over Q. Up to multiplying by an integer, we may
assume that αi ∈ OK . Consider the abelian subgroup M ⊂ OK generated by the αi’s. Let
(α∨i )1≤i≤n be the dual basis of (αi)1≤i≤n with respect to TrK/Q, and put M∨ =

∑n
i=1 Zα∨i

as a abelian subgroup of K. It is easy to see that

M∨ = {x ∈ K|TrK/Q(xy) ∈ Z, ∀y ∈M}.

Thus M ⊂ OK ⊂ M∨, and one checks easily that M∨/M is finite with cardinality
|Disc(α1, · · · , αn)|. Since M∨ is a Z-module free of rank n, the Theorem follows im-
mediately.

Definition 1.3.4. — A basis (α1, · · · , αn) of K over Q is called an integral basis if it is
a basis of OK over Z.

Proposition 1.3.5. — Let (α1, · · · , αn) be an integral basis of K, and (β1, · · · , βn) be an
arbitrary n-tuple of elements in OK which form a basis of K/Q. Then Disc(β1, · · · , βn)
equals to Disc(α1, · · · , αn) times a square integer. In particular, if (β1, · · · , βn) is also an
integral basis, if and only if Disc(β1, · · · , βn) = Disc(α1, · · · , αn).

Proof. — Write each βi as a Z-linear combination of αj ’s, then there exists a matrix
C ∈ Mn×n(Z) with det(C) 6= 0 and (β1, · · · , βn) = (α1, · · · , αn) ·C. Note that det(C) ∈ Z,
then the Proposition follows from Lemma 1.3.1.

Definition 1.3.6. — The discriminant of K, denoted by ∆K ∈ Z, is the discriminant of
an integral basis of K.

By the previous Lemma, this definition does not depend on the choice of the integral
basis. For instance, if K = Q(

√
D) where D 6= 0, 1 is a square free integer, then (1, ωD)

considered in Example 1.1.11 is an integral basis of K. Thus ∆K = Disc(1, ωD) which
equals to 4D if D ≡ 2, 3 mod 4, and to D if D ≡ 1 mod 4.

We now give a practical criterion for n-elements of OK to be an integral basis.
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Lemma 1.3.7. — Let β1, · · · , βn be n elements of OK which form a basis of K. Then
Disc(β1, · · · , βn) is not an integral basis if and only if there exists a rational prime p with
p2|Disc(β1, · · · , βn) and some xi ∈ {0, 1, · · · , p − 1} for 1 ≤ i ≤ n such that not all of xi
are zero and

∑n
i=1 xiβi ∈ pOK .

Proof. — Choose an integral basis (α1, · · · , αn) and write (β1, · · · , βn) = (α1, · · · , αn) ·C
for some matrix C ∈ Mn×n(Z) with det(C) 6= 0. Then (β1, · · · , βn) is an integral basis
if and only if det(C) = ±1. Assume (β1, · · · , βn) is not an integral basis. Let p be
a prime dividing det(C). Then p2|Disc(β1, · · · , βn) = det(C)2∆K . Denote by C̄ the
reduction of C modulo p. Let (x̄1, · · · , x̄n)T ∈ Fnp be a non-zero column vector such

that C̄(x̄1, · · · , x̄n)T = 0. If xi denotes the unique lift of x̄i in {0, 1, · · · , p − 1}, then
we see that

∑
i xiβi ∈ pOK . Conversely, if such a nonzero

∑
i xiβi ∈ pOK exists, then

0 6= (x̄1, · · · , x̄n) ∈ Ker(C̄). Hence, det(C) is divisible by p, and (β1, · · · , βn) is not an
integral basis.

Proposition 1.3.8. — Let α ∈ OK such that K = Q(α), and f(T ) ∈ Z[T ] be its minimal
polynomial. Assume that for each prime p with p2|Disc(1, α, · · · , αn−1), there exists an
integer i (which may depend on p) such that f(T + i) is an Eisenstein polynomial for p.
Then OK = Z[α].

Here, recall that a polynomial f(T ) = Tn + a1T
n−1 + · · · + an is called an Eisenstein

polynomial for p if p|ai for all 1 ≤ i ≤ n and p2 - an.

Proof. — Note that Z[α] = Z[α− i] for all integer i ∈ Z. Using replacing α by α− i and
using Lemma 1.3.7, we need to show that if f(T ) = Tn+a1T

n−1 + · · ·+an is an Eisentein

polynomial for some prime p, then x = 1
p

∑n−1
i=0 xiα

i /∈ OK for xi ∈ {0, 1, · · · , p − 1} not

all zero. Put j = min{i|xi 6= 0}. Then

NK/Q(x) =
NK/Q(α)j

pn
NK/Q(

n−1∑
i=j

xiα
i−j).

We claim that NK/Q(
∑n−1

i=j xiα
i−j) ≡ xnj mod p. But the denominator of ajn

pn is divisible

by p, since p||NK/Q(α) = (−1)nan. Therefore, it follows that NK/Q(x) /∈ Z, and hence
x /∈ OK . To prove the claim, let σ1, · · · , σn denote the complex embeddings of K. Then

NK/Q(

n−1∑
i=j

xiα
i−j) =

n∏
k=1

(xj + xj+1σk(α)i−j + · · ·xn−1σk(α)n−1).

Expanding the product, we see easily that all terms, except for xnj , are divisible by p, since

they can be expressed as linearly combinations of (−1)kak for k ≥ 1, which is k-elementary
symmetric functions of α1, · · · , αn’s.
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Example 1.3.9. — Let K = Q(α) with α3 = 2. We see easily that Disc(1, α, α2) =
−3322. But f(T ) = T 3 − 2 is Eisenstein for p = 2 and f(T − 1) = T 3 − 3T 2 + 3T − 3 is
Eisenstein for p = 3. Hence, we get OK = Z[α] by the previous Proposition.

We now give another property on the sign of the discriminant ∆K . Let σ : K ↪→ C
be a complex embedding. We say that σ is a real embedding if σ(K) ⊆ R; otherwise,
we say σ is complex. Genuine complex embeddings of K always come in pairs. Actually,
the composition of σ with the complex conjugation, denoted by σ̄, is another complex
embedding of K. We denote usually by r1 the number of real embeddings of K, and by
r2 the number of pairs of genuine complex embeddings so that n = r1 + 2r2.

Proposition 1.3.10. — The sign of ∆K is (−1)r2.

Proof. — We label the n embeddings of K into C as σ1, · · · , σn such that σ1, · · · , σr1 are
real, and σr1+2i = σ̄r1+2i−1 for 1 ≤ i ≤ r2. Let (α1, · · · , αn) denote an integral basis of K.
Then

det(σi(αj)) = det(σi(αj)) = (−1)r2 det(σi(αj)),

because the matrix (σ̄i(αj))1≤i,j≤n is obtained from (σi(αj))1≤i,j≤n by swiping the r1 +
2i − 1-th and r1 + 2i-th rows for all 1 ≤ i ≤ r2. Therefore, if r2 is even then det(σi(αj))
is real, hence ∆K = (det(σi(αj)))

2 is positive; and if r2 is odd then det(σi(αj)) is purely
imaginary, thus ∆K is negative.

Remark 1.3.11. — By Lemma 1.3.1, the discriminant of any Q-basis of K has the sign
as ∆K .

1.4. Cyclotomic fields

Let N ≥ 3 be an integer, and ζN ∈ C be a primitive n-th root of unity. Consider the
number field Q(ζN ). Then for any σ ∈ AutQ(C), σ(ζN ) must be also a primitive N -th
root of unity, hence of the form ζaN for some a coprime to N . Therefore, Q(ζN ) is a Galois
extension over Q, and we have an injective map of groups ϕ : Gal(Q(ζN )/Q) ↪→ (Z/NZ)×.

Proposition 1.4.1. — The homomorphism ϕ is an isomorphism Gal(Q(ζN )/Q) ∼=
(Z/NZ)×.

Proof. — To prove the subjectivity of ϕ, it suffices to show that the image of every prime
p with p - N in (Z/NZ)× lies in the image of φ (since such elements generate the group
(Z/NZ)×). It is equivalent to showing that ζpN is a conjugate of ζN . Let f(T ) ∈ Z[T ] denote

the minimal polynomial of ζN , and write TN − 1 = f(T )g(T ) with g(T ) ∈ Z[T ]. Suppose
in contrary that ζpN is not conjugate to ζN . Then one has g(ζpN ) = 0, that is ζn is a root of
g(T p). Since f(T ) is the minimal polynomial of ζn, one has f(T )|g(T p). Let f̄ , ḡ ∈ Fp[T ]
denote the reduction modulo p of f and g respectively. Note that ḡ(T )p = ḡ(T p), so we
get f̄(T )|ḡ(T )p. If α is any root of f̄(T ) in an algebraic closure F̄p of Fp, then ḡ(α) = 0.
Then means that α is a multiple root of F̄ (T ) = f̄(T )ḡ(T ). But F̄ ′(α) = NαN−1 6= 0 in
F̄p, hence F̄ (T ) has no multiple root. This is a contradiction.
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Corollary 1.4.2. — If N,M ≥ 2 are integers with gcd(N,M) = 1, then we have Q(ζN )∩
Q(ζM ) = Q.

Proof. — Note that Q(ζNM ) = Q(ζM )Q(ζN ) as subfields of C. By field theory, one has

[Q(ζMN ) : Q(ζN )] = [Q(ζM ) : Q(ζM ) ∩Q(ζN )].

Therefore, Q(ζM ) ∩Q(ζN ) = Q if and only if [Q(ζMN ) : Q(ζN )] = φ(M), where φ(M) :=
#(Z/MZ)× is the Euler function. But this follows from

[Q(ζMN ) : Q(ζN )] = [Q(ζMN ) : Q]/[Q(ζN : Q)] = φ(MN)/φ(N) = φ(M).

We manage to compute the discriminant of Q(ζN ). We put

ΦN (T ) =
∏

a∈(Z/NZ)×

(T − ζaN ) ∈ Z[T ],

and call it the N -cyclotomic polynomial.

Lemma 1.4.3. — The discriminant of Q(ζN ) divides Nφ(N).

Proof. — Since ∆Q(ζN )|Disc(1, ζN , · · · , ζφ(N)−1
N ), it suffices to prove the latter divides

Nφ(N). Write TN − 1 = ΦN (T )F (T ) for some F (T ) ∈ Z[T ]. Then we get

NTN−1 = Φ′N (T )F (T ) + ΦN (T )F ′(T ).

Thus NQ(ζN )/Q(Φ′(ζN ))|NQ(ζN )/Q(NζN−1
N ) = Nφ(N). We conclude by Proposition 1.3.2.

Corollary 1.4.4. — If p is a prime, then the ring of integers of Q(ζpn) is Z[ζpn ].

Proof. — Indeed, Φpn(X+1) is an Eisenstein polynomial for p, and the statement follows
from Proposition 1.3.8.

In order to generalize the previous Corollary to arbitrary Q(ζN ), we need some prepa-
ration. Let K and L be two number fields, and KL be the composite field (inside C).
Consider the subring

OKOL = {x1y1 + · · ·+ xryr|xi ∈ OK , yj ∈ OL}.
We have always OKOL ⊂ OKL, but they are not equal in general. However, we have the
following

Proposition 1.4.5. — Assume that K ∩ L = Q, and put d = gcd(∆K ,∆L). Then we
have OKL ⊂ 1

dOKOL.

Proof. — Let (α1, · · · , αn) and (β1, · · · , βm) be integral basis of K and L respectively.
Any x ∈ OKL writes as

x =
∑
i,j

xi,j
r
αiβj , with mi,j , r ∈ Z and gcd(mi,j , r) = 1.



16 CHAPTER 1. NUMBER FIELDS AND ALGEBRAIC INTEGERS

We have to show that r|d. By symmetry, it suffices to prove that r|∆L. Let (α∨i )1≤i≤n be
the dual basis of (αi)1≤i≤n with respect to TrK/Q. Then we have

TrKL/L(xα∨i ) =
∑
k,l

xk,l
r

TrKL/L(αkβlα
∨
i ) =

∑
l

xi,l
r
βl.

On the other hand, we have α∨i ∈ 1
∆K
OK by definition of α∨i and Cramer’s rule. So xα∨i ∈

1
∆K
OKL, and hence TrKL/L(xα∨i ) ∈ 1

∆K
TrKL/L(OKL) ⊂ 1

∆K
OL, i.e. ∆KTrKL/L(xα∨i ) ∈

OL. But (βj)1≤j≤m is a basis of OL over Z, thus ∆K · xi,jr ∈ Z for all i, j, and so r|∆K .

Corollary 1.4.6. — Assume that K ∩ L = Q and gcd(∆K ,∆L) = 1. Then we have
OKL = OKOL.

We can now prove

Theorem 1.4.7. — The ring of integers of Q(ζN ) is Z[ζN ].

Proof. — We prove the statement by induction on the number of prime factors of N .
When N is a power of some prime p, then this is proved in Corollary 1.4.4. If N contains
several prime factors, then write N = nm with n,m > 1 and gcd(n,m) = 1. By Corol-
lary 1.4.2 and Lemma 1.4.3, the assumptions of Corollary 1.4.6 are satisfied. We conclude
by induction hypothesis that OQ(ζN ) = OQ(ζn)OQ(ζm) = Z[ζn, ζm] = Z[ζN ].

We can also compute the exact value of ∆Q(ζN ) when N = pn, with p a prime.

Proposition 1.4.8. — We have

∆Q(ζpn ) = Disc(1, ζpn , · · · , ζp
n−1(p−1)−1
pn ) = ±ppn−1(pn−n−1),

where we have − if p ≡ 3 mod 4 or pn = 4, and we have + otherwise.

Proof. — The statement for the sign follows easily from Remark 1.3.11. Compute

now |Disc(1, ζpn , · · · , ζp
n−1(p−1)−1
pn )|, which is equal to |NQ(ζpn )/Q(Φ′pn(ζpn))| by Proposi-

tion 1.3.2, where

Φpn(T ) =
T p

n − 1

T pn−1−1
=

p−1∑
i=0

T p
n−1i.

If p = 2, then Φ′2n(ζ2n) = 2n−1ζ2n−1−1
2n and |NQ(ζ2n )/Q(Φ′2n(ζ2n))| = 22n−1(n−1). If p ≥ 3,

then

Φ′(ζpn) = pn−1ζp
n−1

pn

p−1∑
i=1

iζ
pn−1(i−1)
pn = pn−1ζp

n−1

pn Φ′p(ζp)

= pn−1ζ
pn−1+(p−2)
pn

p−2∏
i=1

(1− ζip).
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Therefore, |NQ(ζpn )/Q| = pp
n−1(p−1)(n−1)

∏p−2
i=1 |NQ(ζp)/Q(ζip − 1)|pn−1

. But the minimal

polynomial of ζip − 1 over Q is

Φp(X + 1) = Xp−1 + pXp−2 + · · ·+
(
p

2

)
X + p.

Thus we have |NQ(ζp)/Q(ζip − 1)| = p, and the Lemma follows immediately.





CHAPTER 2

DEDEKIND DOMAINS

2.1. Preliminaries on Noetherian rings

All rings in this section are commutative.

Proposition 2.1.1. — Let R be a ring, and M be an R-module. The following statements
are equivalent:

1. Every submodule of M (including M itself) is finitely generated.
2. For any increasing chain of ideals N1 ⊆ N2 ⊆ · · · ⊆ Nn ⊆ Nn+1 ⊆ · · · , there exists

an integer m such that Nn = Nn+1 for all n ≥ m.
3. Every non-empty subset S of submodules of M contains a maximal element N under

inclusion, i.e. if N ′ ∈ S contains N , then N = N ′.

Proof. — We prove first (1) =⇒ (2). Given an increasing chain of submodules N1 ⊆ N2 ⊆
· · ·Nn ⊆ · · · , put N∞ = ∪n≥1Nn. Write N∞ = (x1, · · · , xr). If m ≥ 1 is large enough so
that all xi ∈ Nm, then Nn = N∞ for all n ≥ m.

For (2) =⇒ (3), we assume that S does not contain any maximal element. Take an
arbitrary N1 ∈ S. Since N1 is not maximal, there exists N2 ∈ S such that N1 ( N2.
Continuing this process, we produce an increasing chain of ideals N1 ( N2 ( · · ·Nn (
Nn+1 ( · · · , whose existence contradicts with (2).

Finally, we prove (3) =⇒ (1). It is enough to prove that M is finitely generated, since
the same arguments apply with M replaced by any submodule N ⊆M . Consider the set
S consisting of all finitely generated submodules of M . Then S is non-empty, because
(0) ∈ S. Let N ∈ S be a maximal element. For any x ∈M , N ′ = N +R · x is also finitely
generated and N ⊆ N ′. Then one has N = N ′ by the maximality of N . This implies that
x ∈ N , i.e. N = M .

Definition 2.1.2. — (1) We say an R-module M is Noetherian if it satisfies the equiv-
alent conditions in the previous Proposition.

(2) We say a ring R is Noetherian, if R itself is Noetherian as an R-module.

Proposition 2.1.3. — Let 0 → M1 → M → M2 → 0 be a short exact sequence of
R-modules. Then M is Noetherian if and only if both M1 and M2 are Noetherian.
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Proof. — The “only if” part is easy and left as an Exercise. Assume now both M1 and M2

are Noetherian. Let N be a submodule of M . Put N1 = M1 ∩N and N2 ⊆M2 to be the
image of N . By assumption, both N1 and N2 are finitely generated. Let N1 = (x1, · · · , xr),
and xr+1, · · · , xr+s ∈ N be such that their image in N2 generate N2. Then we claim that
N is generated by x1, · · · , xr+s. Indeed, for any x ∈ N , there exist ar+1, · · · , ar+s ∈ R such
that the image of x−

∑s
i=1 ar+ixr+i in N2 is zero, i.e. x−

∑s
i=1 ar+ixr+i ∈ N1. Thus there

exist a1, · · · , ar ∈ R such that x−
∑s

i=1 ar+ixr+i =
∑r

i=1 aixi, that is x ∈ (x1, · · · , xr+s).

Corollary 2.1.4. — Any finitely generated R-module is Noetherian.

Proof. — Indeed, any finitely generated R-module is a quotient of R⊕n for some n.

Corollary 2.1.5. — (1) If R is a Noetherian ring, then any quotient of R is also Noethe-
rian.

(2) If R1 and R2 are Noetherian rings, then so is R1 ⊕R2.

Proof. — (1) If R̄ is quotient of R, then any ideal of R̄ is finitely generated as R-module,
hence as R̄-module.

(2) It suffices to note that any ideal of R1 ⊕ R2 is of the form I1 ⊕ I2 where Ij is an
ideal of Rj .

Example 2.1.6. — (1) Principal ideal domains such as Z, Q[X] are Noetherian.
(2) The ring Q[X1, X2, · · · , Xn, · · · ] is non-Noetherian. The ring of all algebraic numbers

is also non-Noetherian.

Finally, we have famous theorem of Hilbert.

Theorem 2.1.7 (Hilbert basis theorem). — If R is Noetherian, then R[X] is also
Noetherian.

Proof. — Let J ⊂ R[X] be an ideal. Let I ⊆ R denote the subset consisting of ∈ R
such that there exists some f ∈ J whose top coefficient is a. Then we see easily that
I is an ideal of R. Choose fi = ai,diX

di + · · · + ai,0 ∈ J for 1 ≤ i ≤ r such that
I = (a1,d1 , · · · , ar,dr). Let d = maxi{di}. The polynomials of degree < d contained in
J form a finitely generated R-module; let {g1, · · · , gs} denote a set of generators over R.
Let f ∈ J of degree n = deg(f). We claim that f is generated by {f1, · · · , fr, g1, · · · , gs}.
If n < d, then f is generated by {g1, · · · , gs} (even over R). If n ≥ d, then there exist
b1, · · · , br ∈ R such that f ′ = f −

∑r
i=1 biX

n−difi has degree strict less than n. Repeating
the process with f replaced by f ′, one may finally reduce to the case of degree < d.

Combining with Corollary 2.1.5, we have the following

Corollary 2.1.8. — If R is a finitely generated algebra over Z or over a field, then R is
Noetherian.
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2.2. Dedekind domains

Definition 2.2.1. — An integral domain A is called a Dedekind domain if it is Noethe-
rian and integrally closed, and every non-zero prime is maximal.

Example 2.2.2. — (1) Every principal ideal domain is a Dedekind domain, e.g. Z,
Fp[X], C[X].

(2) For any number field K, OK is a Dedekind domain.
(3) Let k be a field, F (x, y) ∈ k[x, y] such that F (x, y), F ′x(x, y) and F ′y(x, y) has no

common zeros. Then k[x, y]/(F (x, y)) is a Dedekind domain.

Definition 2.2.3. — Let A be a domain with fractional field K. Then a fractional ideal
I of A is a sub-A-module of K such that there exists d ∈ A with dI ⊂ A.

If I and J are both fractional ideals of A, then

I + J = {x ∈ K|x = a+ b, a ∈ I, b ∈ J}, I · J = {x =
∑
i

aibi|ai ∈ I, bi ∈ J}

are both fractional ideals.
The main result of this section is the following

Theorem 2.2.4. — Let A be a Dedekind domain. Every ideal I of A has a factorization
I = pa11 · · · parr where pi are distinct prime ideals and ai ∈ Z≥0; moreover, the factorization

of I is unique up to order, i.e. if I has two such factorizations pa11 · · · parr = qb11 · · · qbss ,
then r = s and for each 1 ≤ i ≤ r, there exists a unique j such that pi = qj and ai = bj.

To prove this theorem, we need some preparation.

Lemma 2.2.5. — Let A be a Noetherian ring. Then every ideal I 6= 0 of A contains a
product of prime ideals.

Proof. — Let S be the set of ideals that do not contain any product of prime ideals.
Suppose that S is non-empty. Since A is Noetherian, S admits a maximal element, say I.
Then I must not be a prime ideal. Thus there exist a, b ∈ R such that a, b /∈ I but ab ∈ I.
Then consider I1 = I + (a) and I2 = I + (b). Then I ( Ii for i = 1, 2. By the maximality
of I, both I1 and I2 will contain a product of prime ideals. But it follows from

I1I2 ⊆ (ab) + aI + bI + I2 ⊆ I

that I should also contain a product of prime ideals. This is a contradiction.

Lemma 2.2.6. — Let A be a Dedekind domain, and p ⊆ A be a non-zero prime ideal.
Then

p−1 := {x ∈ K|x · p ⊂ A}
is a fractional ideal of A, and p−1p = A.
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Proof. — It is easy to see that p−1 is a fractional ideal and A ⊆ p−1. Then we have
p ⊂ pp−1 ⊂ A. Since the ideal p is maximal, we have either p = p−1p or p−1p = A. We
have to exclude the first case. Suppose in contrary that p = p−1p. Let {α1, · · · , αr} ⊂ p
be a subset of generators. Then for any x ∈ p−1, we have

xαi =
∑
j

ci,jαj , for ci,j ∈ A.

If C denotes the matrix (ci,j)1≤i,j≤n, we have det(xIr − C) = 0. Thus x is integral over
A. But A is integrally closed, we get x ∈ A. This shows that p−1 = A.

Now to get a contradiction, it suffices to construct an element x ∈ p−1 but x /∈ A.
Choose 0 6= b ∈ p. Let r be the minimal integer such that p ⊃ (b) ⊃ p1 · · · pr. Such a r
exists by Lemma 2.2.5. Then there exists a pi, say i = 1, such that p ⊃ pi = p1. Then
p2 · · · pr ( (b) so that there exists a ∈ p2 · · · pr but a /∈ (b), i.e. a/b /∈ A. But we have
a/bp ⊆ 1

bp1 · · · pr ⊆ A, i.e. a
b ∈ p−1.

Proof of Theorem 2.2.4. — We show the existence of the factorization. Let S denote the
set of ideals of A that are not product of primes. Suppose that S is non-empty. Denote
by I a maximal element in S by the Noetherianness of A. Then I can not be a prime.
Thus there exists a prime ideal I ( p. By Lemma 2.2.6, we have A = p−1p ) p−1I ) I.
By the maximality of I, we see that p−1I is a product of primes, that is p−1I =

∏r
i=2 pi.

It then follows immediately that I = p
∏
i pi.

Now we prove the uniqueness of the factorization. Suppose that
∏r
i=1 pi =

∏
j qj . If

r ≥ 1, then p1 ⊃
∏s
j=1 qj . It follows that p1 ⊃ qj for some j. Since every non-zero prime

of A is maximal, we see that p1 = qj . We may assume that j = 1. By Lemma 2.2.6, we
get

∏r
i=2 pi =

∏s
j=2 qj . By induction, we see that every pi has to coincide with some qj

and vice-versa.

Corollary 2.2.7. — A Dedekind domain is a unique factorization ring if and only if it
is a principal ideal domain.

Proof. — Let A be a Dedekind domain. We have already seen that if A is a principal
ideal domain, then A is necessarily a unique factorization domain (without assuming
A is Dedekind). We suppose conversely that A is a unique factorization domain. By
Theorem 2.2.4, it suffices to prove that every prime ideal p ⊂ A is principal. Choose
0 6= x ∈ p, and let x = p1 · · · pr be a prime factorization of x. Then each of the principal
ideal (pi) is prime, and we have p|(x) =

∏r
i=1(pi). There exists thus a pi such that p|(pi).

But (pi) is maximal, so we get p = (pi).

Let A be a Dedekind domain with fraction field K. If I is a fractional ideal of A, we
put

I−1 := {x ∈ K|xI ⊆ A}.

Then I−1 is also a fractional ideal, and if I =
∏r
i=1 p

ai
i with ai ∈ Z, then I−1 =

∏r
i=1 p

−ai
i .

For any integer a ∈ Z>0, we put I−a = (Ia)−1 = (I−1)a.
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Corollary 2.2.8. — Let I be a fractional ideal of a Dedekind domain. Then I has a
unique factorization I =

∏r
i=1 p

ai
i , where each pi is a prime of A and distinct with each

other and ai ∈ Z. Moreover, I is an ideal if and only if ai ≥ 0 for all i.

Proof. — The existence and uniqueness of the factorization follows from Theorem 2.2.4.
If all ai ≥ 0, I is clearly an ideal. Suppose now that I is an ideal. If some of ai’s are
negative, say a1, · · · , as < 0 and as+1, · · · , ar ≥ 0 for some 1 ≤ s ≤ r, then

∏r
i=s+1 p

ai
i ⊆∏s

i=1 p
−ai
i ⊆ p1. But this implies that p1 ⊃ pi for some s + 1 ≤ i ≤ r. This contradicts

with the fact that pi’s are distinct.

It is convenient to introduce the following notation: For two fractional ideals I, J , we
say that I divides J and write I|J , if J ⊆ I. For a fractional ideal I and a prime p, we
denote by vp(I) the exponent index of p appearing in the prime decomposition of I. For
x ∈ K, we put vp(x) = vp((x)) if x 6= 0, and vp(x) =∞ if x = 0.

Lemma 2.2.9. — Let I, J be fractional ideals of a Dedekind domain A. Then I|J if and
only if vp(I) ≤ vp(J) for all prime p.

Proof. — Note that I|J is equivalent to saying that J ′ = I−1J is an ideal of A. Since
vp(JI

−1) = vp(J)− vp(I), we are reduced to proving that J ′ is an ideal of A if and only if
vp(J

′) ≥ 0 for all prime p. But this follows from Corollary 2.2.8.

The prime ideals in A behave like the usual prime numbers in Z, that is if p is a
prime ideal of A and p|IJ then either p|I or p|J . Note also that p appears in the prime
factorization of an ideal I, if and only if p|I.

Corollary 2.2.10. — Let I, J be fractional ideals of a Dedekind domain A. Then

1. I = {x ∈ K|vp(x) ≥ vp(I) for all prime p};
2. vp(I + J) = min(vp(I), vp(J)) for all prime p;
3. vp(x+ y) ≥ min(vp(x), vp(y)) for all x, y ∈ K and prime p;
4. vp(I ∩ J) = max(vp(I), vp(J)).

Proof. — (1) x ∈ I =⇒ I|(x) =⇒ vp(x) ≥ vp(I).
(2) If K is a fractional ideal containing both I and J , then vp(I) ≤ vp(K) and vp(J) ≤

vp(K) by the previous Lemma. Since I + J is the minimal fractional ideal with this
property, the statement follows.

(3) vp(x+ y) ≥ vp((x) + (y)) = min(vp(x), vp(y)).
(4) Similar to (2), I ∩ J is the maximal fractional ideal contained in I and J .

Example 2.2.11. — (1) If A = C[x], then A can be viewed as the algebraic functions on
C and its fraction field k(x) is the set of meromorphic functions on C. The set of primes of
A is naturally identified with C. If p = (x−a) and f ∈ C(x)×, then vp(f) is the vanishing
order of f at x = a.

(2) Consider A = Z[
√
−5]. We have factorizations

(2) = (2, 1 +
√
−5)2, (3) = (3, 1 +

√
−5)(3, 1−

√
−5).
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Definition 2.2.12. — Let A be a Dedekind domain with fraction field K.
(1) The set of fractional ideals of A form an abelian group (with addition given by

multiplication), which we denote by I.
(2) A fractional ideal is called principal if it is of the form xA with x ∈ K×. Principal

fractional ideals of A form clearly a subgroup of I, and we denote it by P.
(3) We define ClK to be the quotient group I/P, and call it the ideal class group of A

or of K.

By Theorem 2.2.4, the group I is isomorphic to the free abelian group with basis given
by the set of primes of A, which is usually of infinite rank. However, in the case of number
fields, we have

Theorem 2.2.13. — Let K be a number field, then ClK is a finite abelian group.

The proof of this fundamental Theorem will be given in Section 4.1. For a number field,
we usually denote by hK the cardinality of ClK , and call it the class number of K.

2.3. Localization

In this section, let A be a domain and K be its fraction field.

Definition 2.3.1. — (1) A subset S ⊆ A is called multiplicative if s1, s2 ∈ S implies
s1s2 ∈ S. For a multiplicative subset S, we define

S−1A := {a
s
|a ∈ A, s ∈ S} ⊆ K,

which a subring of K.
(2) If ℘ is a prime ideal of A, then S℘ = A\℘ is multiplicative, and we put A℘ = S−1

℘ A.
We call A℘ the local ring of A at ℘, or the localization of A at ℘.

Example 2.3.2. — (1) If f ∈ A is non-zero, then Sf = {fn|n ∈ Z≥0} is multiplicative.

We have S−1
f A = A[ 1

f ]. For instance, the prime ideals of Z[1
6 ] are (0) and pZ[1

6 ] for any

p - 6.
(2) For a prime p, then Z(p) = {mn ∈ Q|p - n}. Note that Z(p) has two prime ideals,

namely pZ(p) and (0).

Let S ⊆ A be a multiplicative subset, A′ = S−1A. Let I be an ideal of A, then

IA′ = S−1I = {a
s
|a ∈ I, s ∈ S}

is an ideal of A′. It is clear that if S ∩ I 6= ∅, then IA′ = A′. Conversely, if I ′ ( A′, then
I = A∩ I ′ is also an ideal of A disjoint with S. It is always true that (I ′ ∩A)A′ = I ′, but,
in general, it is not true that IA′ ∩A = I. For instance, if A = Z, S = {4n|n ∈ Z≥0} and
I = (10), I ′ ∩A = (5).
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Lemma 2.3.3. — Let S ⊂ A be a multiplicative subset, and A′ = S−1A. Then p 7→ pA′

establishes an order preserving bijection with set of prime ideals of A disjoint with S and
the set of prime ideals of A′, and its inverse is given by p′ 7→ p′ ∩ A. In particular, if
A′ = A℘ for some prime ideal ℘ ⊆ A, then ℘A℘ is the unique maximal ideal of A℘, and
A℘/℘A℘ is the fraction field of A/℘.

Proof. — Let p be a prime of A. It is clear that p ⊆ pA′ ∩ A. If x = a
s ∈ pA′ ∩ A, then

a = xs ∈ p. But p ∩ S = ∅, it follows that x ∈ p. This proves that pA′ ∩ A = p, i.e.
pA′ ∩ A = p. If A′ = A℘, then any ideal of A℘ has the form IA℘ for some ideal I ⊂ A.
But IA′ 6= A′ if and only if I ∩ (A\℘) = ∅, i.e. I ⊆ ℘ or equivalently IA℘ ⊆ ℘A℘.

Proposition 2.3.4. — Under the notation of Lemma 2.3.3, the following holds:

1. If A is a Noetherian ring, then so is A′ = S−1A.
2. If B is the integral closure of A is a finite extension L/K, then S−1B is the integral

closure of S−1A in L.
3. If A is integrally closed, then so A′.
4. If A is Dedekind, then so is A′.

Proof. — Statement (1) follows from the fact that every ideal of A′ has the form IA′ with
I ⊂ A an ideal.

For (2), let x = b/s ∈ S−1B. If f(T ) = Tn+a1T
n−1+·+an ∈ A[T ] is a monic polynomial

such that f(b) = 0, then g(x) = 0 with g(T ) = Tn + a1s
−1Tn−1 + · · · + ans

−n ∈ S−1A.
Conversely, if x ∈ L is integral over S−1A and g(x) = 0 for some monic polynomial
g(T ) = Tn + c1T

n−1 + · · ·+ cn with ci ∈ S−1A, then there exists s ∈ S such that sci ∈ A.
Then sx is the root of f(T ) = Tn + sc1T

n−1 + · · ·+ sncn ∈ A[T ]. Therefore, sx ∈ B and
x ∈ S−1B. Statement (3) is a special case of (2).

For (4), we note that if m ⊆ A is a maximal ideal disjoint with S then S−1m ⊆ A′ is
also maximal, because the image of S in A/m is already invertible. Combined (1) and (3),
we see that A′ is also a Dedekind domain.

Proposition 2.3.5. — Let A be a Dedekind domain, and A′ = S−1A for some multi-
plicative subset S.

1. Let p ⊆ A be a non-zero prime, and p′ = pA′. Then p′ = A′ if S ∩p 6= ∅, and p′ ⊂ A′
is a maximal ideal of A′ with A/p ∼= A′/p′ if p is disjoint with S.

2. If I is a fractional ideal of A with prime decomposition I =
∏r
i=1 p

ai
i , then I ′ = IA′

is a fractional ideal of A′ with prime decomposition I ′ =
∏r
i=1 p

′ai
i , where p′i = piA

′.
3. Let I =

∏r
i=1 p

ei
i be an ideal of A such that each ei > 0 and pi is disjoint from S.

Then the natural map A/I
∼−→ A′/IA′ is an isomorphism.

4. Assume that S = A\℘ for some prime ℘ ⊂ A. Then all the nonzero ideals of A′ = A℘
is of the form ℘′n with ℘′ = ℘A℘ for n ≥ 1. Moreover, if π ∈ ℘\℘2, then we have
℘′n = πnA℘; in particular, A℘ is a principal ideal domain.

Proof. — Statement (1) is clear.
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(2) It is clear that I ′ is a fractional ideal of A′. Note that J−1A′ = (JA′)−1 for any
fractional ideal J of A, and (J1J2)A′ = J1A

′J2A
′ for any fractional ideals J1, J2 of A. The

statement (2) follows immediately.
To prove (3), we proceed by induction on `(I) :=

∑
i ei ≥ 1. When `(I) = 1, then I = p

is a prime disjoint with S. The statement is verified in (1). Now assume that `(I) = n > 1

and the statement is true for any ideal J ⊂ A with `(J) = n− 1. Put J = pe1−1
1

∏r
i=2 p

ei
i ,

I ′ = IA′ and J ′ = JA′. Then we have a commutative diagram of exact sequences:

0 // J/I

∼=
��

// A/I

��

// A/J //

∼=
��

0

0 // J ′/I ′ // A′/I ′ // A′/J ′ // 0

By inductive assumption, the last vertical arrow is an isomorphism. Note that J/I and
J ′/I ′ are both vector spaces over k(p1) := A/p1. If x ∈ J\I, then J = xA + I and
J ′ = xA′+I ′. Thus the k(p1)-dimensions of J/I and J ′/I ′ are both one. Choose x1 ∈ J\I.
Then the image of x1 in J ′/I ′ is non-zero, since vp′1(x1) = vp(x) by (2). Therefore, the
first vertical arrow is also an isomorphism. It follows from an easy diagram chasing that
so is the middle vertical one.

(4) If I is an ideal of A, we have IA℘ = ℘′v℘(I) = ℘v℘(I)A℘ by statement (2). Thus
all the ideals of A′ are of the form ℘′n. Let x ∈ ℘′n. Then v℘(x/πn) = v℘(x) − n ≥ 0.
Note that ℘′ is the unique prime of the Dedekind domain A′. The statement follows from
Corollary 2.2.10(1).



CHAPTER 3

DECOMPOSITION OF PRIMES IN NUMBER FIELDS

3.1. Norms of ideals

Let K be a number field, and OK be its ring of integers.

Definition 3.1.1. — Let 0 6= I ⊆ OK be an ideal. Define the norm of I to be

N(I) = #(OK/I) = [OK : I].

Proposition 3.1.2. — 1. If I = (x) for some x ∈ OK , then N(I) = |NK/Q(x)|.
2. We have N(IJ) = N(I)N(J) for any ideals I, J ⊆ OK .
3. For n ∈ Z≥0, there exist only finitely many ideals I ⊆ OK such that N(I) = n.

Proof. — (1) Let (α1, · · · , αn) be a Z-basis of OK . Then there exists a matrix C ∈
Mn×n(Z) such that

(xα1, · · · , xαn) = (α1, · · · , αn)C.

It follows that

N(I) = [OK : I] = [
∑
i

Z · αi :
∑
i

Z · xαi] = | det(C)|.

But by definition, NK/Q(x) = det(C).
(2) By Theorem 2.2.4, it suffices to show that

N(
r∏
i=1

pi) = N(p1)N(
r∏
i=2

pi)

for any prime ideals p1, · · · , pr. First, note that k(p1) := OK/p1 is a finite field, since
p1 ⊆ OK is maximal. We claim that

∏r
i=2 pi/

∏r
i=1 pi is a k(p1)-vector space of dimension

1. Assuming this claim, we see that

[OK :
∏r
i=1 pi]

[OK :
∏r
i=2 pi]

= [
r∏
i=2

pi :
r∏
i=1

pi] = #k(p1) = N(p1),

which is clearly equivalent to the assertion needed. It remains to prove the claim. Since∏r
i=1 pi 6=

∏r
i=2 pi by Theorem 2.2.4, there exists x ∈

∏r
i=2 pi but x /∈

∏r
i=1 pi. Then we
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have
r∏
i=1

pi ( (x) +
r∏
i=1

pi ⊆
r∏
i=2

pi =⇒ p1 ( (x)
r∏
i=2

p−1
i + p1 ⊆ A.

It follows immediately that (x)
∏r
i=2 p

−1
i + p1 = A, that is (x) +

∏r
i=1 pi =

∏r
i=2 pi.

(3) If I ⊆ OK if an ideal of norm n, then (n) ⊆ I ⊆ OK . Note that OK/(n) is finite of

cardinality n[K:Q]. Therefore, there are only finitely many possibilities for I.

If I = ab−1 is a fractional ideal with a, b ⊂ A ideals, then we define the norm of I as

N(I) :=
N(a)

N(b)
∈ Q×.

Using the previous Proposition, we check easily that N(I) is independent of the writing
I = ab−1.

Definition 3.1.3. — We put

δ−1
K = {x ∈ K|TrK/Q(xy) ∈ Z, ∀y ∈ OK}.

This is a fractional ideal containing OK . We define the (absolute) different of K to be
δK = (δ−1

K )−1.

Proposition 3.1.4. — We have N(δK) = |∆K |.

Proof. — Let (α1, · · · , αn) be a Z-basis of OK , and (α∨1 , · · · , α∨n) be its dual basis with

respect to TrK/Q. Then δ−1
K =

⊕
i Z · α∨, and αi =

∑
j TrK/Q(αiαj)α

∨
j . Therefore,

|∆K | = |det(TrK/Q(αiαj))| = [
⊕
i

Zα∨i :
⊕
i

Zαi]

= [δ−1
K : OK ] = [OK : δK ] = N(δK).

3.2. Decomposition of primes in extension of number fields

Let L/K be a finite extension of number fields, and p 6= 0 be a prime of OK . We have
a prime decomposition

pOL = Pe1
1 · · ·P

eg
g .

Definition 3.2.1. — (1) We put

e(Pi/p) = ei = vPi(pOL),

and call it the ramification index of Pi above p.
(2) Note that k(Pi) = OL/Pi is a finite extension of k(p) = OK/p. We put

f(Pi|p) = [k(Pi) : k(p)],

and call it the residue degree of Pi above p.
(3) We say that p is

– unramified in L/K, if e(Pi|p) = 1 for all i,
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– split in L/K, if e(Pi|p) = f(Pi|p) = 1 for all i;
– inert in L/K, if g = 1 and e(P1|p) = 1;
– ramified in L/K, if e(Pi|p) > 1 for some i;
– totally ramified in L/K, if g = 1 and f(P1|p) = 1.

Proposition 3.2.2. — Under the above assumptions, then the following statements hold:

1. A prime P of OL appears in pOL if and only if P ∩ OK = p.
2. We have

∑g
i=1 e(Pi|p)f(Pi|p) = [L : K].

Proof. — (1) Note that P∩OK is always a non-zero prime of OK . Statement (1) follows
immediately from the prime decomposition of pOL.

(2) Let q denote the cardinality of the residue field k(p) = OK/p. Then we have

[OL : pOL] = N(pOL) =

g∏
i=1

N(Pi)
ei =

g∏
i=1

qeifi = q
∑g
i=1 eifi .

Note that OL/pOL is a finite dimensional vector space over k(p). Thus the above compu-
tation shows that

dimk(p)OL/pOL =

g∑
i=1

eifi.

To conclude the proof, we have to show that dimk(p)(OL/pOL) = [L : K].

– Consider first the special case that OL is a free module over OK (e.g. K = Q).
Then the rank of OL over OK must be [L : K] (because L = OL ⊗OK K), and
OL/pOL = OL ⊗OK OK/pOK is also free of rank [L : K] over k(p) = OK/pOK .
Thus our proof is finished in this case.

– In the general case, we consider the localizations of OK and OL with respect to
the multiplicative subset S = OK\p; we denote the localized rings respectively by
OK,p and OL,p. By Proposition 2.3.4, both OK,p and OL,p are Dedekind domains;
moreover, OK,p is a principal ideal domain by 2.3.5(4). Since OL,p is a finitely
generated torsion free OK-module (OL is finitely generated over Z hence over OK),
thus OL,p must be free over OK,p of rank [L : K]. It follows that OL,p/pOL,p is of
dimension [L : K] over k(p). But OL/pOL ∼= OL,p/pOL,p by Proposition 2.3.5, this
implies that dimk(p)(OL/pOL) = [L : K].

Theorem 3.2.3 (Kummer). — Let α ∈ OL be such that OL/pOL = (OK/p)[ᾱ], where
ᾱ denote the image of α. Let f(X) ∈ OK [X] be the minimal polynomial of α. Assume
that

f(X) ≡
g∏
i=1

gi(X)ei mod pOK [X],

where ei ≥ 1, and gi(X) is a monic polynomial whose image in k(p)[X] is irreducible and
distinct with each other. Then Pi = pOL + gi(α)OL is a maximal ideal of OL for each i,
and we have the prime decomposition

(3.2.3.1) pOL = Pe1
1 · · ·P

eg
g ,
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with residue degrees f(Pi|p) = deg(gi).

Proof. — Put k(p) = OK/p. We have

OL/Pi = (OL/pOL)/(ḡi(ᾱ)) = (OK/p)[ᾱ]/(ḡi(ᾱ)) ∼= k(p)[X]/(ḡi(X)).

Since ḡi(X) is irreducible in k(p)[X], the quotient k(p)[X]/(ḡi(X)) is a field. This shows
that Pi is a maximal ideal of OL. Moreover, we have

f(Pi|p) = [OL/Pi : OK/p] = deg(ḡi) = deg(gi).

To prove the decomposition 3.2.3.1, we note that

OL/pOL = k(p)[ᾱ] ∼= k(p)[X]/(f̄(X)) ∼=
g∏
i=1

k(p)[X]/(ḡeii (X)).

Here, the last step used Chinese reminder theorem. On the other hand, note that

k(p)[X]/(ḡeii (X))
∼−→ (OL/pOL)/(ḡi(ᾱ)) ∼= OL/(pOL + geii (α)).

Hence, to finish the proof, it suffices to show that Pei
i = (p, geii (α)) for 1 ≤ j ≤ ei. We

have Pei
i = (p, gi(α))ei ⊆ (p, geii (α)). We deduce Pei

i = (p, geii (α)) from the equality

dimk(p)OL/(p, geii (α)) = dimk(p) k(p)[X]/(ḡeii (X)) = ei dimk(p) k(p)[X]/(ḡi(X))

= ei dimk(p)OL/Pi = dimk(p)OL/Pei
i .

Remark 3.2.4. — We have two important special cases where the assumption
OL/pOL ∼= (OK/p)[ᾱ] is satisfied:

1. If OL = OK [α], then Theorem 3.2.3 can be applied to any prime p of OK .
2. If α ∈ OL such that p - NL/K(f ′(α)), then OL/pOL = (OK/p)[ᾱ].

Theorem 3.2.5. — Let K = Q(
√
D) with D a square-free integer. Let p be a rational

prime. Then

1. p is ramified in K if and only if p|∆K ; in particular, 2 is ramified in K if and only
if D ≡ 2, 3 mod 4;

2. if p is odd and unramified in K, then p splits in K if and only if
(
D
p

)
= 1;

3. when D ≡ 1 mod 4, then 2 splits in K if and only if D ≡ 1 mod 8.

Proof. — We write OK = Z[α], for α =
√
D if D ≡ 2, 3 mod 4 and α = −1+

√
D

2 if D ≡ 1
mod 4. Then the minimal polynomial of α is

f(x) =

{
x2 + x+ 1−D

4 if D ≡ 1 mod 4,

x2 −D if D ≡ 2, 3 mod 4,

and ∆K coincides with the discriminant of f(x).
(1) By Theorem 3.2.3, p is ramified in K if and only if f̄(x) = (x− a)2 for some a ∈ Fp,

where f̄(x) ∈ Fp[x] denotes the image of f(x). The latter condition is equivalent to saying
that p|∆K .
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(2) Assume p odd and unramified in D. We have p - ∆K by (1). By Theorem 3.2.3, we
have the following equivalence:

p splits in K ⇔ f̄(x) has distinct roots inFp.

So if f̄(x) = (x − a)(x − b) with a, b ∈ Fp and a 6= b, then ∆K ≡ (a − b)2 mod p, or

equivalently
(
D
p

)
= 1. Conversely, if

(
D
p

)
= 1, assume that D ≡ c2 mod p with p - c.

Then 1±c
2 (resp. ±c) are two distinct roots of f̄(x) in Fp if D ≡ 1 mod 4 (resp. if D ≡ 2, 3

mod 4).
(3) If D ≡ 1 mod 8, then f̄(X) = X2+X has two distinct roots in F2. If D ≡ 5 mod 8,

then f̄(X) = X2 +X + 1 is the unique irreducible polynomial of degree 2 in F2[X].

We have the following transitivity of ramification and residue indexes:

Proposition 3.2.6. — Let L/K be as above, and M/L be another finite extension. Let
PM be a prime ideal of M , PL = PM ∩ OL and p = OK ∩PM . Then we have

f(PM |p) = f(PM |PL)f(PL|p), e(PM |p) = e(PM |PL)e(PL|p).

Proof. — The equality for f(PM |p) follows from

[OM/PM : OK/p] = [OM/PM : OL/PL][OL/PL : OK/p].

For the equalities on ramification indexes, we have

pOM = pOL · OM =
∏
PL|p

P
e(PL|p)
L OM =

∏
PL|pOL

(
∏

PM |PL

P
e(PM |PL)
M )e(PL|p).

Note that for a fixed PM , there exists a unique prime PL of OL such that PM |PL, namely
PL = PM ∩ OL. Therefore, we get

pOM =
∏
PM |p

P
e(PM |PL)e(PL|p)
M ,

that is, e(PM |p) = e(PM |PL)e(PL|p).

Finally, we give a criterion for a prime p to be ramified in a number field.

Theorem 3.2.7. — Let K be a number fields, p be a rational prime. Then the following
statements are equivalent:

1. p is unramifies in K.
2. The ring OK/pOK is reduced (i.e. it has no nilpotent elements).
3. The Fp-bilinear map TrK/Q : OK/(p) × OK/(p) → Fp sending (x, y) to TrK/Q(xy)

mod p is non-degenerate.
4. p - ∆K , where ∆K denotes the discriminant of K.

Proof. — (1)⇔ (2): By Chinese reminder Theorem, we have

(3.2.7.1) OK/pOK ∼=
∏
p|p

OK/pe(p/p).
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Note that each OK/pe is reduced if and only if e(p|p) = 1, because x̄e(p/p) = 0 for any
x ∈ p/p2.

(2) ⇔ (3): Note that if x ∈ OK/pOK is nilpotent, then xy is also nilpotent for any
y ∈ OK/pOK , hence TrK/Q(xy) = 0. Hence, if TrK/Q is non-degenerate, then OK/pOK
is reduced. Conversely, if OK/pOK is reduced, then we have necessarily OK/pOK =⊕

p|p k(p) by (3.2.7.1), where k(p) = OK/p is a finite extension of Fp. Since Fp is perfect,

Trk(p)/Fp is non-degenerate by Theorem 1.2.4. It follows that TrK/Q =
⊕

p|p Trk(p)/Fp is

non-degenerate.
(3) ⇔ (4): Let (αi)1≤i≤n denote a basis of OK over Z, and ᾱi ∈ OK/(p) de-

note the image of αi. The pairing TrK/Q on OK/(p) induces an Fp-linear map:
φ : OK/(p)→ (OK/(p))∨, where (OK/(p))∨ denotes the Fp-dual of OK/(p). If (ᾱ∨i )1≤i≤n
denotes the basis of (OK/(p))∨ dual to (ᾱi)1≤i≤n, then the matrix of φ under the basis
(ᾱi)i and (ᾱ∨i )i is TrK/Q(ᾱiᾱj). Hence, the pairing TrK/Q is non-degenerate if and only if

det(TrK/Q(ᾱiᾱj)) 6= 0 in Fp, i.e. p - det(TrL/K(αiαj)) = ∆K . This finishes the proof.

3.3. Relative different and discriminant

Let L/K be a finite extension of number fields.

Definition 3.3.1. — For a non-zero prime ideal P of OL, we put

NL/K(P) = pf(P/p),

where p = P ∩ OK , and f(P|p) = [OL/P : OK/p] is the residue degree of P/p. For an
arbitrary fractional ideal I =

∏r
i=1 P

ai
i , we put

NL/K(I) :=
r∏
i=1

N(Pi)
ai .

Then NL/K(I) is a fractional ideal of K, and we call it the norm of I relative to L/K.

Lemma 3.3.2. — 1. We have NL/K(IJ) = NL/K(I)NL/K(J) for any fractional ideals
I, J of L.

2. When K = Q, then we have NL/Q(I) = (N(I)) for any fractional ideal I of L, where

N(I) ∈ Q× is the absolute norm of I defined in Section 3.1.

3. If I = JOL for some ideal J ⊆ OK , then NL/K(I) = J [L:K].
4. If M/L is another finite extension, then one has

NM/K(I) = NL/K(NM/L(I))

for any fractional ideal I of M .

Proof. — Statement (1) is immediate from the definition. Statement (2) follows from the

fact that, if P is a prime of OL above p, then pf(P|p) = #(OL/P). To prove (3), we may
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assume that J = p is a prime of OK . If pOL =
∏g
i=1 P

ei
i is the prime decomposition of p

in OL, then

NL/K(pOL) =

g∏
i=1

NL/K(Pi)
ei = p

∑g
i=1 eifi = p[L:K].

Finally, (4) is an easy consequence of Proposition 3.2.6.

Definition 3.3.3. — We put

δ−1
L/K := {x ∈ L|TrL/K(xy) ∈ OK , ∀y ∈ OL}.

This is fractional ideal of L containing OL. We put δL/K := (δ−1
L/K)−1, and call it the

relative different of L/K. We define the relative discriminant of L/K to be

DiscL/K = NL/K(δL/K).

It is clear that δL/Q = δL defined in Definition 3.1.3, and DiscL/Q = (∆L) by Proposi-
tion 3.1.4.

Lemma 3.3.4. — For any fractional ideal I of OK , we have

IOL · δ−1
L/K = {x ∈ L|TrL/K(x) ∈ I}.

Proof. — The statement follows from the following equivalences:

TrL/K(x) ∈ I ⇔ TrL/K(xI−1) ∈ OK ⇔ xI−1OL ⊆ δ−1
L/K ⇔ x ∈ IOL · δ−1

L/K .

Proposition 3.3.5. — If M/L is a further finite extension, then δM/K = δL/KOM ·δM/L.

Proof. — This follows from:

x ∈ δM/K ⇔ TrM/K(xy) ∈ OK , ∀y ∈ OM
⇔ TrL/K ◦ TrM/L(xy) ∈ OK , ∀y ∈ OM
⇔ TrM/L(xy) ∈ δ−1

L/K , ∀y ∈ OM
⇔ x ∈ δ−1

M/L · δ
−1
L/KOL (by the previous Lemma).

Corollary 3.3.6. — Under the situation of the Proposition, one has

DiscM/K = NL/K(DiscM/L)Disc
[M :L]
L/K .

Proof. — This follows easily from the Proposition by applying NM/K .

Proposition 3.3.7. — Let L1 and L2 be number fields such that L1 ∩ L2 = Q, and
M = L1L2. Then

1. δL2OM ⊆ δM/L1
;

2. ∆M divides ∆
[L2:Q]
L1

·∆[L1:Q]
L2

;

3. if gcd(∆L1 ,∆L2) = 1, then |∆M | = |∆L1 |[L2:Q] ·∆[L1:Q]
L2

.
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Proof. — (1) Let (βj)1≤j≤m be a integral basis for OL2 , and (β∨j )j denote its dual basis
with respect to the pairing on L2 induced by TrL2/Q. Then every x ∈ M writes as
x =

∑
j xjβ

∨
j with xj ∈ L1. If TrM/L1

(xy) ∈ OL1 for all y ∈ OL1OL2 , then we have

xj = TrM/L1
(xβj) ∈ OL1 . Since δ−1

L2
=
∑

j Zβ∨j , we have x ∈ δ−1
L2
OL1 ⊆ δ−1

L2
OM . As

OL1OL2 ⊆ OM , by definition of δM/L1
, we have δ−1

M/L1
⊆ δ−1

L2
OM , or equivalently δL2OM ⊆

δM/L1
.

(2) Taking NM/L1
, we see from (1) that DiscM/L1

divides NM/L1
(δL2OM ). Therefore,

by Corollary 3.3.6, ∆M must divide

NL1/Q(NM/L1
(δL2OM ))∆

[M :L1]
L1

= NL2/Q ◦NM/L2
(δL2OM )∆

[M :L1]
L1

= ∆
[M :L2]
L2

∆
[M :L1]
L1

.

The statement now follows immediately from [M : L1] = [L2 : Q] and [M : L2] = [L1 : Q].
(3) By Corollary 1.4.6, we have OM = OL1OL2 . It follows easily that δM/L1

= δL2OM ,
thus DiscM/L1

= ∆L2OM . Then statement (3) follows immediately from the arguments
for (2) above.

Corollary 3.3.8. — Under the situation of the Proposition, a rational prime p is un-
ramified in M if and only if p is unramified in both L1 and L2.

Proof. — If p is unramified in M , then it is clearly unramified in both L1 and L2 by the
transitivity of ramification index. Conversely, if p is unramified in both L1 and L2, then p
is coprime to ∆L1∆L2 by Theorem 3.2.7, so it is coprime to ∆M by the Proposition. By
Theorem 3.2.7 again, p is unramified in M .

3.4. Decomposition of primes in Galois extensions

Let L/K be a finite Galois extension of number fields with G = Gal(L/K). Two
fractional ideals I1 and I2 are called conjugate under G, if there exists σ ∈ G such that
σ(I1) = I2.

Let p be a prime of OK with prime decomposition in OL:

pOL =

g∏
i=1

Pei
i , with ei ≥ 1 and Pi distinct.

Since pOL is invariant under G, the group G stabilizes the set {P1, · · · ,Pg}.

Proposition 3.4.1. — Any two primes Pi and Pj are conjugate under G, and we have
e := e1 = · · · = eg, f := f(P1|p) = · · · = f(Pg|p), and [L : K] = efg.

Proof. — Note that for any σ ∈ G, we have pOL = σ(p)OL, which implies that
∏g
i=1 P

ei
i =∏g

i=1 σ(Pi)
ei . Hence, ei = eσ−1(i) by the uniqueness of the prime decomposition. More-

over, if σ(Pi) = Pj , then σ induces an isomorphism

σ : OL/Pi
∼−→ OL/Pj ,
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and hence f(Pi/p) = f(Pj/p). By Proposition 3.2.2, to complete the proof, it suffices to
show that any Pi, there exists σ ∈ G such that σ(P1) = Pi. Suppose in contrary that
some P′ = Pj is not conjugate to P1, i.e. for any σ ∈ G, σ(P1) 6= P1. By Lemma 3.4.2
below, there exists x ∈ P′ such that x /∈ σ(P1) for all σ ∈ G, or equivalently σ(x) /∈ P1

for all σ ∈ G. But then NL/K(x) =
∏
σ∈G σ(x) /∈ P1 ∩OK = p, which contradict with the

fact that NL/K(x) ∈ P′ ∩ OK = p.

Lemma 3.4.2. — Let R be a commutative ring, p1, · · · , pr be prime ideals of R, and
b ⊆ R be an ideal such that b * pi for any 1 ≤ i ≤ n. Then there exists x ∈ b such that
x /∈ pi for any i.

Proof. — We may assume that pi * pj for any i 6= j. Take xi,j ∈ pj\pi and ai ∈ b\pi for
1 ≤ i ≤ n since b * pi. Then bi = ai

∏
j 6=i xi,j belongs to b ∩ (

⋂
j 6=i pj) but not pi. Put

x =
∑r

i=1 bi. Then x ∈ b and x ≡ bi mod pi for all i.

Definition 3.4.3. — For a prime ideal P of OL with p = P ∩ OK , we put

D(P|p) = {σ ∈ G|σ(P) = P},

and call it the decomposition group at P relative to p. Any σ ∈ D(P|p) induces an
automorphism

σ : k(P) = OL/P
∼−→ OL/σ(P) = k(P).

which fixes the subfield OK . We get thus a homomorphism

ϕP : D(P|p)→ Gal(k(P)/k(p)).

We define

I(P|p) := Ker(ϕP) = {σ ∈ D(P|p)|σ(x) ≡ x mod P, ∀x ∈ OL},

and call it the inertia subgroup of P relative to p.

Proposition 3.4.4. — 1. The map ϕP is surjective, i.e. we have an exact sequence

1→ I(P|p)→ D(P|p)→ Gal(k(P)/k(p))→ 1.

Moreover, one has e(P|p) = #I(P|p), and f(P|p)e(P|p) = #D(P|p).
2. For any τ ∈ G, we have D(τ(P)|p) = τD(P|p)τ−1 and I(τ(P)|p) = τI(P|p)τ−1.

Proof. — We denote simply DP = D(P|p) and IP = I(P|p). Statement (2) is immediate
by the definition of D(P|p) and I(P|p). It remains to prove (1). By Proposition 3.4.1, G
acts transitively on the set {P = P1, · · · ,Pg} of primes above p, and DP is the stabilizer
of G on P. We see that g = [G : DP], but #G = efg, with e = e(P|p) and f = f(P|p).
It follows that #DP = ef .

Let M = LDP and N = LIP , and PD = P ∩ OM and PI = P ∩ ON . Then for any
σ ∈ DP = Gal(L/M), we have

σ(PD) = σ(P) ∩ OM = P ∩ OM = PD.
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It follows from Proposition 3.4.1 that P is the only prime above PD; so is the same for PI .
Suppose that PDOL = Pe′ . Then by the transitivity of ramification and residue indexes,
we have e′|e and f ′ := f(P|PD)|f . However, by Proposition 3.2.2, it follows that

ef = #DP = [L : M ] = e′f ′.

Hence, we get e = e′ and f = f ′. Similarly, assume that PIOL = Pe′′ . Then one has
e′′|e′ = e. Let ᾱ ∈ k(P) be an arbitrary element. Take α ∈ OL a lift of ᾱ, and let
f(X) ∈ ON [X] be the minimal polynomial of α over N . Then we have

f(X) =
∏
σ∈IP

(X − σ(α)).

By definition of IP, we have σ(α) ≡ α mod P, that is σ(ᾱ) = ᾱ. If f̄(X) ∈ k(PI)[X]

denotes the reduction of f(X), then f̄(X) = (X − ᾱ)#IP . Since any Galois conjugate of
ᾱ must be a root of f̄(X), it follows that ᾱ ∈ k(PI). Hence, we see that f(P/PI) = 1.
By Proposition 3.2.2, we have #IP = e′′ ≤ e. By definition, ϕP induces an injection
DP/IP ↪→ Gal(k(P)/k(p)). But note that

#(DP/IP) = #DP/#IP = ef/e′′ ≥ f

and # Gal(k(P)/k(p)) = f . Hence, ϕP must be surjective and #IP = e.

The following Proposition is very useful when considering the problem of sub-extensions.

Proposition 3.4.5. — Let K ′/K be a sub-extension of L/K, and H ⊆ G denote the
subgroup such that K ′ = LH . We fix a prime P of OL, let p = OK ∩P and p′ = P∩OK′.
Then P is the only prime above p′ if and only if H ⊆ D(P|p) or equivalently LD(P|p′) ⊆ K ′,
and e(p′|p) = 1 if and only if I(P|p) ⊆ H or equivalently K ′ ⊆ LI(P|p).

Proof. — By definition, it is clear that D(P|p′) = D(P|p)∩H and I(P|p′) = I(P|p)∩H.
Then by Proposition 3.4.4, P is the only prime of OL above p′ if and only if H = D(P|p′),
or equivalently H ⊆ D(P|p); and e(p′|p) = 1 if and only if e(P|p′) = e(P|p) by the
transitivity of ramification index. By Proposition 3.4.4, this is equivalent to I(P|p)∩H =
I(P|p), that is I(P|p) ⊆ H.

The following is a generalization of Corollary 3.3.8.

Corollary 3.4.6. — Let L1 and L2 be finite (not necessarily Galois) extensions of a
number field K, and L1L2 be their composite inside an algebraic closure of K. Then a
prime p of OK is unramified in L1L2 if and only if it is unramified in both L1 and L2.

Proof. — Choose a finite Galois extension M/K containing both L1L2. Let H1 and H2

denote the subgroups of Gal(M/K) that fix L1 and L2 respectively. Then L1L2 is the fixed
field of H1∩H2. By the Proposition, p is unramified in L1L2 if and only if I(P|p) ⊆ H1∩H2

for every prime P of M above p, or equivalently I(P|p) ⊂ H1 and I(P|p) ⊂ H2. By the
Proposition again, the latter condition is exactly equivalent to that p is unramified in L1

and L2.
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Now assume that the prime p is unramified in OL, and P be a prime of OL above p.
Then we have I(P|p) = 1 and D(P|p)

∼−→ Gal(k(P)/k(p)). Let q = N(p), and qf = N(P).
Then it is well known that Gal(k(P)/k(p)) ∼= Z/fZ with a canonical generator given by
σq : x→ xq for any x ∈ k(P). We denote by

σP =

(
L/K

P

)
∈ D(P|p)

the element corresponding to σq, that is the unique element of D(P|p) with

σP(x) ≡ xq mod P, ∀x ∈ OL.

We call σP the Frobenius element of P over p. It is clear that σP is a generator of
D(P|p) ∼= Z/fZ, and the Frobenius elements verify the following properties:

1. For any τ ∈ Gal(L/K), we have(
L/K

τ(P)

)
= τ

(
L/K

P

)
τ−1

2. If M/K is a Galois sub extension of L/K and PM = P ∩ OM , then we have(
L/K

P

)∣∣∣∣
M

=

(
M/K

PM

)
,

(
L/M

P

)
=

(
L/K

P

)f(PM/p)

It follows from (1) and Proposition 3.4.1 that if P′ is another prime of OL above p,
then the Frobenius element of P′ is conjugate to that of P. Therefore, if Gal(L/K) is
abelian, then these two Frobenius elements coincide; in that case, we denote it common

by σp =
(L/K

p

)
.

Example 3.4.7. — We put L = Q( 3
√

2,
√
−3). Then G = Gal(L/Q) ∼= 〈σ, τ〉/(σ3 =

τ2 = 1, στ = τσ2), where σ( 3
√

2) = ω 3
√

2 with ω = −1+
√
−3

2 and σ(
√
−3) =

√
−3, and

τ( 3
√

2) = 3
√

2 and τ(
√
−3) = −

√
−3. A rational prime p ramifies in L if and only if

p = 2, 3.
(1) The prime 2 is inert in Q(

√
−3) and ramifies in Q( 3

√
2). So there exists a unique

prime p2 in OL of degree above 2 such that 2OL = p3
2. We have D(p2|2) = G, and

I(p2|2) = Gal(L/Q(
√
−3)) = 〈σ〉.

(2) The prime 3 is ramified in both Q(
√
−3) and Q( 3

√
2), so its ramification degree in

L/Q is divisible by 6. Thus we see that 3OL = p6
3 for some prime p3 of residue degree 1

above 3. We have D(p3|3) = I(p3|3) = G.
(3) It is easy to see that p = 5 is inert in K = Q(

√
−3) so that OK/(5) ∼= F25. Note that

x3−2 has 3 distinct solutions in F25, and exactly one of them is in F5, namely x = 3 ∈ F5.

Therefore, there are 3 distinct primes of OL above 5: p
(1)
5 = (5, 3

√
2−3), p

(2)
5 = (5, 3

√
2−3ω)

and p
(3)
5 = (5, 3

√
2 − 3ω2) with ω = −1+

√
−3

2 , and each of them has residue degree 2 over

5. The decomposition group of p
(1)
5 , p

(2)
5 and p

(3)
5 are respectively Gal(L/Q( 3

√
2)) = 〈τ〉,

Gal(L/Q( 3
√

2ω2)) = 〈στ〉 and Gal(L/Q( 3
√

2ω)) = 〈σ2τ〉. The Frobenius elements of p
(1)
5 ,

p
(2)
5 and p

(3)
5 are respectively τ, στ, σ2τ .
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(4) Consider the case p = 7. Then 7 is split in Q(
√
−3) and inert in Q( 3

√
2). Thus 7 splits

in OK into two primes of degree 2, namely p
(1)
7 = (7,

√
−3 + 2) and p

(2)
7 = (7,

√
−3 − 2).

The decomposition groups of both p
(1)
7 and p

(2)
7 are both Gal(K/Q(

√
−3)) = 〈σ〉. The

Frobenius element σ
p
(i)
7

is the unique element of Gal(K/Q(
√
−3)) such that

σ
p
(i)
7

(x) ≡ x7 mod p
(i)
7 , ∀x ∈ OL.

Since ω ≡ 2 mod p
(1)
7 and ω ≡ 4 mod p

(2)
7 , we have ( 3

√
2)7 ≡ 3

√
2ω2 mod p

(1)
7 and

( 3
√

2)7 ≡ 3
√

2ω mod p
(2)
7 . Thus it follows that σ

p
(1)
7

= σ2 and σ
p
(2)
7

= σ.

Example 3.4.8. — Let m 6= −1 be a non-square integer, and 4
√
m > 0 be its positive

real 4-th root. Put K = Q( 4
√
m) and L = Q( 4

√
m, i). Then L/Q is the Galois closure of

K/Q with Galois group G = Gal(L/Q) ∼= 〈σ, τ〉/(σ4 = τ2 = 1, τστ = σ−1), where σ and
τ are defined by {

σ( 4
√
m) = 4

√
mi, σ(i) = i;

τ( 4
√
m) = 4

√
m, τ(i) = −i.

A rational prime p is unramified in L/Q if and only if p - 2m. Let p be such a prime and

P is a prime of OL above p. Assume that σP =
(L/Q

P

)
= τ . Then we have

pOL = P1P2P3P4,

where Pi = σi−1(P) for i = 1, · · · , 4, and each Pi has degree 2 over p. Moreover, the
decomposition groups of Pi is

D(Pi|p) =

{
〈τ〉 for i = 1, 3;

〈σ2τ〉 for i = 2, 4.

Put pi = Pi ∩ OK . Since K = LH with H = 〈τ〉, both p1 and p3 have degree 1 over p,
and P1 (resp. P3) are the unique prime of OL above p1 (resp. p3). In particular, p1 6= p3.
As H ∩D(Pi|p) = {1} for i = 2, 4, we see that p2 and p4 are both degree 2. For degree
reasons, we have necessarily p2 = p4. Actually, the equality p2 = p4 can also be proved
using the fact that P2 and P4 are conjugate under the action of H.

3.5. Prime decompositions in cyclotomic fields

Let K = Q(ζN ) for some integer N ≥ 3.

Proposition 3.5.1. — A rational prime l is ramified in Q(ζN ) if and only if l|N .

Proof. — When N = pn, then the statement follows from Theorem 3.2.7 and Proposi-
tion 1.4.8. Since Q(ζN ) =

∏
p|N Q(ζpvp(N)), the general cases follows from Corollary 3.3.8.
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Let l be a prime with gcd(l, N) = 1, and l1, · · · , lg be the primes of Q(ζN ) above l.
Recall that Gal(Q(ζN )/Q) ∼= (Z/NZ)×. We denote by σl ∈ Gal(Q(ζN )/Q) the Frobenius
element at l. Then

σl(x) ≡ xl mod li, ∀1 ≤ i ≤ g.

Lemma 3.5.2. — If i 6= j in (Z/NZ), then ζiN is not congruent to ζjN mod lk for all k.

Proof. — It suffices to show that for any 0 6= i ∈ Z/NZ, then ζiN is not congruent to 1
modulo lk. Up to multiplying i by a certain multiple, we man assume that ζp = ζiN has
prime order p 6= l. If p = 2, ζp = −1 and it is clear that ζp is not congruent to 1 modulo
li. If p > 2, then

NQ(ζp)/Q(ζp − 1) =

p−1∏
i=1

(ζip − 1) = p,

which is nonzero modulo lk. So ζp is not congruent to 1 modulo lk for all 1 ≤ k ≤ g.

Proposition 3.5.3. — The Frobenius element σl ∈ Gal(Q(ζN )/Q) is given by σl(ζN ) =
ζ lN . The decomposition group of each li is Dl = 〈l〉 ⊆ (Z/NZ)×, and the residue degree

f(li|l) is the order of l in (Z/NZ)×, that is, the minimal integer f > 0 such that N |(lf−1).

Example 3.5.4. — Consider the number field Q(ζ31) and l = 2. Since 2 has order 5
in (Z/31Z)×, it splits into 6 primes in OK and each of them has residue degree 5. Let
H = 〈2〉 ⊆ (Z/31Z)×, and K = Q(ζ31)H . Then K is the decomposition field of each
prime above 2. Thus 2 splits into 6 primes, namely p1, · · · , p6, in OK , and each pi has
degree 1. We claim that there exists no α ∈ OK such that OK = Z[α]. Otherwise, let
f(X) ∈ Z[X] denote the minimal polynomial of α. Then by Kummer’s Theorem 3.2.3,
f̄(X) has 6 distinct roots in F2. But this is impossible since #F2 = 2.

Proposition 3.5.3 should be viewed as the reciprocity law for cyclotomic fields. One can
use it to give a proof of the quadratic reciprocity law.

Lemma 3.5.5. — Let p be an odd prime. Then Q(ζp) contains a unique quadratic field
K, which is

K =

{
Q(
√
p) if p ≡ 1 mod 4,

Q(
√
−p) if p ≡ 3 mod 4.

Proof. — The Galois group Gal(Q(ζp)/Q) ∼= (Z/pZ)× is cyclic of order p−1. It contains a
unique subgroup H of index 2. Thus Q(ζp) contains a unique quadratic field K. Explicitly,
if a ∈ (Z/pZ)× denotes a generator, then H = 〈a2〉, that is H consists of the quadratic
residues of in F×p . Since p is the only prime ramified in Q(ζp), so every prime different
from p must be unramified in K. Therefore, by Theorem 3.2.5, we see that K = Q(

√
p) if

p ≡ 1 mod 4 and K =
√
−p if p ≡ 3 mod 4.



40 CHAPTER 3. DECOMPOSITION OF PRIMES IN NUMBER FIELDS

Theorem 3.5.6 (Quadratic Reciprocity Law). — Let p, q be odd primes. Then we
have (

p

q

)(
q

p

)
= (−1)

(p−1)(q−1)
2 ,

Proof. — The statement is equivalent to saying that
(p∗
q

)
=
( q
p

)
, where p∗ = p if p ≡ 1

mod 4, and p∗ = −p if p ≡ 3 mod 4. The statement is deduced from the following
equivalences: (

p∗

q

)
= 1⇔ x2 − p∗ ≡ 0 mod q has solutions.

⇔ q splits in Q(
√
p∗) by Theorem 3.2.5.

⇔
(
Q(
√
p∗)/Q
q

)
=

(
Q(ζp)/Q

q

)∣∣∣∣
Q(
√
p∗)

= 1

⇔ σq =

(
Q(ζp)/Q

q

)
∈ H

⇔ q is a quadratic residue in Fp.



CHAPTER 4

FINITENESS THEOREMS

4.1. Finiteness of class numbers

A subset Λ ⊆ Rn is called a lattice, if Λ is a free abelian subgroup of rank n containing
a R-basis of Rn. For a lattice λ ⊆ Rn, a Z-basis of Λ is necessarily a R-basis of Rn, and
Λ is discrete for the natural topology on Rn. We define Vol(Rn/Λ) as the volume of the
parallelogram spanned by a basis of Λ.

We have the following elementary

Lemma 4.1.1 (Minkowski). — Let Λ ⊂ Rn be a lattice, and X ⊆ Rn be a cen-
trally symmetric convex connected region of finite measure µ(X). Assume that µ(X) >
2nVol(Rn/Λ). Then there exists α 6= 0 in Λ ∩X.

Proof. — Let Pe be the parallelogram spanned by a Z-basis of the lattice 2Λ so that

µ(Pe) = Vol(Rn/2Λ) = 2nVol(Rn/Λ).

Note that Rn = tλ∈Λ(λ+ Pe), hence

µ(X) =
∑
λ∈Λ

µ((λ+ Pe) ∩X)

by the additivity of Lebesgue measure. As µ is invariant under translation, we have

µ((λ+ Pe) ∩X) = µ((−λ+X) ∩ Pe).

As µ(X) > µ(Pe), there exists two λ1, λ2 ∈ Λ such that (−λ1 + X) ∩ (−λ2 + X) 6= ∅
(otherwise one would have µ(X) < µ(Pe)). Let x, y ∈ X such that −λ1 + x = −λ2 + y, it
follows that x−y ∈ 2Λ. Since X is symmetric and convex, one gets α = x−y

2 ∈ Λ∩X.

Let K/Q be a number field of degree n = [K : Q]. Denote by σ1, · · · , σr1 : K → R the
real embeddings of K, and σr1+1, σr1+2, · · · , σr1+2r2−1, σr1+2r2 : K ↪→ C be the complex
embeddings such that σr1+2i = σ̄r1+2i−1 and n = r1 + 2r2. Consider another embedding

λ : K −→ Rr1 × Cr2 ∼= Rn
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sending x to ((σi(x))1≤i≤r1 , (σr1+2j(x))1≤j≤r2). Here, the identification Rr1 ×Cr2 ∼= Rn is
given by

((yi)1≤i≤r1 , (zj)1≤j≤r2) 7→ (y1, · · · , yr1 ,<(z1),=(z1), · · · ,<(zr2),=(zr2)).

Let I be a fractional ideal of OK . Then I is a free abelian group of rank n. Denote by
α1, · · · , αn a Z-basis of I, and we define

Disc(I) = Disc(α1, · · · , αn) = det(σi(αj))
2.

We see easily that the definition is independent of the choice of the basis (αi)1≤i≤n, and
Disc(I) = ∆KN(I)2, where ∆K denotes the discriminant of K.

Lemma 4.1.2. — For any fractional ideal I, λ(I) is a lattice of Rn with

Vol(Rn/λ(I)) =
1

2r2

√
|∆K |N(I)

Proof. — It is clear that λ(I) is a Z-lattice of rank n. To compute Vol(Rn/λ(I)), we
choose a basis (α1, · · · , αn) of I over Z. Denote by λ(αi) ∈ Rn the column vector given
by αi. Then we have

Vol(Rn/λ(I)) = |det(λ(α1), λ(α2), · · · , λ(αn))|.
Then we have

(σi(αj))1≤i,j≤n =


Ir1 0 0 · · · 0
0 1 −i

1 i 0 · · · 0
0 0 1 −i

1 i · · · 0
0 0 0 · · · 1 −i

1 i

 (λ(α1), λ(α2), · · · , λ(αn)).

It follows that
det(σi(αj)) = (2i)r2 det(λ(α1), λ(α2), · · · , λ(αn)).

But Disc(I) = det(σi(αj))
2, one obtains that

Vol(Rn/λ(I)) = 2−r2
√
|Disc(I)| = 2−r2

√
|∆K |N(I).

Theorem 4.1.3. — Let K be a number field of degree n, ∆K denote the absolute dis-
criminant of K, and r1, r2 be the integers defined above. Let I be a fractional ideal of
OK .

(1) Given arbitrary constants c1, · · · , cr1+r2 > 0 with

r1+r2∏
i=1

ci >
( 2

π

)r2 |∆K |1/2N(I),

there exists a nonzero α ∈ I with |σi(α)| < ci for 1 ≤ i ≤ r1, and |σr1+2j(α)|2 < cr1+j

for 1 ≤ j ≤ r2.
(2) There exists a non-zero x ∈ I such that

NK/Q(x) ≤
( 4

π

)r2 n!

nn
|∆K |1/2N(I).
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We need the following

Lemma 4.1.4. — For t ∈ R≥0, let Bt denote the subset of all (y1, · · · , yr1 , z1, · · · , zr2) ∈
Rr1 × Cr2 such that

r1∑
i=1

|yi|+ 2

r2∑
j=1

|zj | ≤ t.

Then the Lesbegue measure of Bt is

µ(Bt) = 2r1
(π

2

)r2 tn
n!

Proof. — Put V (r1, r2, t) = µ(Bt). We will prove the formula by double induction on r1

and r2. It is clear that V (1, 0, t) = 2t and V (0, 1, t) = (π/2)t2. Now assume the formula for
V (r1, r2, t) is true, and we deduce from it the formula of V (r1 +1, r2, t) and V (t1, t2 +1, t).

Note that

V (r1 + 1, r2, t) =

∫ t

−t
V (t1, t2, t− |y|)dy = 2

∫ t

0
V (r1, r2, t− y)dy.

Using induction hypothesis, one gets

V (r1 + 1, r2, t) = 2

∫ t

0
2r1
(π

2

)r2 (t− y)n

n!
dy = 2r1+1

(π
2

)r2 tn+1

(n+ 1)!
.

For V (r1, r2 + 1, t), we have similarly

V (r1, r2 + 1, t) =

∫
|z|≤t/2

V (r1, r2, t− |z|)dµ(z),

where dµ(z) denotes the Lesbegue measure on C. Using the polar coordinates and induc-
tion hypothesis, one gets

V (r1, r2 + 1, t) =

∫ t/2

ρ=0

∫ 2π

θ=0
2r1
(π

2

)r2 (t− 2ρ)n

n!
ρdρdθ.

An easy computation shows that V (r1, r2 + 1, t) = 2r1
(
π
2

)r2+1 tn+2

(n+2)! .

Proof of Theorem 4.1.3. — (1) Consider the region

W (c) = {x = (y, z) ∈ Rn ∼= Rr1×Cr2 ||yi| < ci for 1 ≤ i ≤ r1, |zj |2 < cr1+j for 1 ≤ j ≤ r2}.
It is clear that W (c) is symmetric convex with

µ(W (c)) = 2r1πr2
r1+r2∏
i=1

ci > 2n
1

2r2

√
|∆K |N(I) = 2nVol(Rn/λ(I))

Statement (1) now follows easily from Minkowski’s Lemma 4.1.1.
(2) To prove (2), we consider the region

Bt = {(y, z) ∈ Rr1 × Cr2 |
ri∑
i=1

|yi|+ 2

r2∑
j=1

|zr1+j | ≤ t}
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for some t ∈ R>0. Let

t0 =

(
n!
( 4

π

)r2√|∆K |N(I)

)1/n

By Lemmas 4.1.4 and 4.1.2, we have µ(Bt) > 2n × 2−r2
√
|∆K |N(I) = 2nVol(Rn/λ(I)) for

t > t0. By Minkowski’s Lemma 4.1.1, Bt∩λ(I) contains a non-zero element for any t > t0.
As Bt0+1/2 is compact and λ(I) is discrete, Bt0+1/2 ∩λ(I) is finite. Therefore, there exists
a nonzero α which belong to Bt+1/2n ∩ λ(I) for infinitely many (hence for all) n ≥ 1. But
Bt0 = ∩n≥1Bt0+1/2n , it follows that α ∈ Bt0 ∩ λ(I). Then

|N(α)| =
r1∏
i=1

|σi(α)|
r2∏
j=1

|σr1+2j(α)|2

≤ n−n
( r1∑
i=1

|σi(α)|+ 2

r2∑
j=1

|σr1+2j(α)|
)n

= tn0/n
n =

( 4

π

)r2 n!

nn

√
∆KN(I).

where the second step is the arithmetic-geometric mean inequality.

Corollary 4.1.5. — For a number field K of degree n, we have

|∆K |1/2 ≥ (
π

4
)n/2

nn

n!
,

where the sequence an := (π4 )n/2 nn

(n!) is strictly increasing and a2 > 1. In particular,

|∆K | > 1 if K 6= Q; in other words, if K is a number field in which all prime p is
unramified, then K = Q.

Proof. — Applying Theorem 4.1.3(2) to the case I = OK , one see that there exists α ∈ OK
such that

1 ≤ NK/Q(α) ≤
( 4

π

)r2 n!

nn

√
|∆K |.

So one obtains
√
|∆K | ≥ (π4 )r2 n

n

n! ≥ (π4 )n/2 n
n

n! = an. Note that

an+1

an
=

√
π

4
(1 +

1

n
)n >

√
π

4
(1 +

1

2
)2 > 1.

Therefore, an is strictly increasing and one has
√
|∆K | ≥ a2 > 1.

Corollary 4.1.6 (Hermite). — For a fixed integer ∆, there exists only finitely many
number fields with discriminant ∆.

Proof. — By the previous Corollary, if K is a number field with discriminant ∆, then its
degree n = [K : Q] is bounded by in terms of |∆|. It suffices to prove that there are
only finitely many number fields K of given discriminant ∆, and whose number of real
and non-real embeddings are respectively r1 and r2. We construct an algebraic integer
α ∈ OK as follows.
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– Consider first the case r1 > 0, i.e. K admits real embeddings. Choose real numbers
ci for 1 ≤ i ≤ r1 + r2 such that c1 > 1, ci < 1 for i > 1, and

r1+r2∏
i=1

ci > (
2

π
)r2
√
|∆|.

Then Theorem 4.1.3(1) implies that there exists a nonzero α ∈ OK such that
|σi(α)| < ci for 1 ≤ i ≤ r1 and |σr1+2j(α)|2 < cr1+j for 1 ≤ j ≤ r2. Since

1 ≤ |NK/Q(α)| = |σ1(α)|
r1∏
i=2

|σi(α)|
r2∏
j=1

|σr1+j(α)|2,

it follows that |σ1(α)| > 1 and |σi(α)| < 1 for σi 6= σ1. In particular, one has
σ1(α) 6= σi(α) if σi 6= σ1.

– If r1 = 0, consider the centrally symmetric convex region X of Cr2 given by

X = {z ∈ Cr2 ||<(z1)| < 1/2, |=(z1)| < c1, |zj |2 < cj = 1/2,∀2 ≤ j ≤ r2},

where c1 is some constant such that µ(X) > 2n2−r2
√
|∆K |. Applying Minkowski’s

lemma 4.1.1 to X and λ(OK), one sees that there exists nonzero α ∈ X ∩ λ(OK).
Similarly to the previous case, one has |σj(α)| < 1 for σj 6= σ1, σ̄1 and |σ1(α)| > 1.

But |<(σ1(α))| < 1/2 by construction so that |=(σ1(α))| >
√

3
2 . In particular, one

has σi(α) 6= σ1(α) for all σi 6= σ1.

In both cases, α must have degree n over Q; otherwise, by Proposition 1.2.3, there will be
some σi 6= σ1 such that σ1(α) = σi(α) by the existence of [K : Q(α)] complex embeddings
of K extending σ1|Q(α). Hence, Q(α) = K. If f(X) denotes the monic minimal polynomial
of α over Q, then f(X) ∈ Z[X] and its coefficients are clearly bounded above in terms of
some functions of ci. Therefore, there are only finitely many possibilities for f(X).

Corollary 4.1.7 (Minkowski bound). — Let K be a number field of degree n and with
r2 pairs of complex embeddings, ∆K be the absolute discriminant of K. Then every ideal
class of K contains an integral ideal a with norm

N(a) ≤
( 4

π

)r2 n!

nn

√
|∆K |.

Proof. — Let J be an arbitrary fractional ideal, I = J−1. Then by Theorem 4.1.3, there
exists a nonzero α ∈ I such that

|NK/Q(α)| ≤
( 4

π

)r2 n!

nn

√
|∆K |N(I).

Put a = αI−1 = αJ . Then a is an integral ideal in the same ideal class as J and satisfies
the required property.

Theorem 4.1.8. — For any number field K, its ideal class group ClK is a finite abelian
group.

Proof. — This follows immediately from Corollary 4.1.7 and the fact that the number of
integral ideals of OK with a given norm is finite (Proposition 3.1.2).
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Using Corollary 4.1.7, one can compute effectively the ideal class group of a given
number field.

Example 4.1.9. — Let K = Q(
√
−14). Then we have n = 2, r2 = 1 and ∆K = −56.

The Minkowski bound is ( 4

π

)r2 n!

nn

√
|∆K | =

4

π

√
14 ≈ 4.765 < 5.

By Corollary 4.1.7, every ideal class of K contains an integral ideal of norm ≤ 4. Note that
(2) = m2

2 with m2 = (2,
√
−14) and N(m2) = 2. Since NK/Q(a+

√
−14b) = a2 + 14b2 = 2

has no integral solutions, m2 is not principal. Hence, m2 has order 2 in the ideal class
group. Consider the integral ideals of norm 3. We have

(3) = p3p̄3, with p3 = (3,
√
−14 + 1).

Note that p2
3 = (9,−2 +

√
−14) = (−2+

√
−14

2 )m2. Note also that (2) is the only integral
ideal of OK with norm 4. It follows that p3 has order 4 in ClK , and ClK ∼= Z/4Z.

Example 4.1.10. — For K = Q( 3
√

2), we have n = 3, r2 = 1 and ∆K = −2233. The
Minkowski bound for K is ( 4

π

) 3!

33

√
3322 ≈ 2.94 < 3.

But the only integral ideal of OK with norm 2 is ( 3
√

2). It follows that Q( 3
√

2) has class
number 1, hence OK = Z[ 3

√
2] is a principal ideal domain.

4.2. Dirichlet’s unit theorem

Let K be a number field. Denote by UK = O×K the group of units (i.e. invertible
elements) of OK . It is clear that an element x ∈ OK is a unit, if and only if |NK/Q(x)| = 1.
The torsion subgroup of UK , denoted by WK , is the group of roots of unity contained in
K.

Lemma 4.2.1. — The group WK is a finite cyclic group. Moreover, an element u ∈ OK
belongs to WK if and only if |σi(x)|C = 1 for every complex embedding σi : K → C.

Proof. — It is clear that WK is a finite group, since K/Q is a finite extension. If WK

were not cyclic, there would exist a prime p such that the p-torsion of WK is isomorphic
to (Z/pZ)r for some r ≥ 2. But this is impossible since xp = 1 has at most p solutions
in K. It is clear that |σi(u)|C = 1 for u ∈ WK and any σi : K ↪→ C. Conversely, assume
u ∈ OK is an element with |σi(u)| = 1 for all complex embeddings σi. Let f(X) ∈ Z[X]
denote the monic minimal polynomial of u. Then the coefficients of xi in f(X) is bounded
by
(
n
i

)
. Denote by S the finite subset of Z[X] consisting of polynomials of degree n and

such that the coefficients of Xi is bounded by
(
n
i

)
. Then the roots of some polynomial in

S form a finite set. For all n ∈ Z, un satisfies the same condition, thus un is a root of some
polynomial in S. There exist integers m > n with m 6= n and um = un, that is um−n = 1.

The main result of this section is the following
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Theorem 4.2.2 (Dirichlet’s Unit Theorem). — Let K be a number field of degree n
with r1 real embeddings and r2 pairs of non-real complex embeddings. Then there exists a
free abelian group VK of rank r1 + r2 − 1 such that UK = WK × VK .

Note that WK is canonically determined by K, but VK is not. A Z-basis of VK is usually
called a system of fundamental units of K. If {η1, · · · , ηr1+r2−1} is such a basis, then every
u ∈ UK writes uniquely as

u = wηa11 · · · η
ar1+r2−1

r1+r2−1 , with w ∈WK , ai ∈ Z.

Proof. — Let σ1, · · · , σr1 denote the real embeddings of K, and σr1+j , σ̄r1+j with 1 ≤ j ≤
r2 be the non-real embeddings. Let λ : K → Rr1×Cr2 be the Minkowski embedding given
by x 7→ (σi(x))1≤i≤r1+r2 . Then the image of OK is a lattice in Rr1 ×Cr2 , and λ(OK\{0})
is contained in R×,r1 × C×,r2 . Define the map ` : UK → Rr1+r2 as the composite of the
inclusion

UK ⊆ OK\{0}
λ−→ R×,r1 × C×,r2

with the logarithmic map

Log : R×,r1 × C×,r2 → Rr1+r2 = Rr1 × Rr2

given by

(y1, · · · , yr1 , z1, · · · , zr2) 7→ (log |y1|, · · · , log |yr1 |, 2 log |z1|, · · · , 2 log |zr2 |).

Then ` is homomorphism of abelian groups. By Lemma 4.2.1, the kernel of ` is WK , and
the image of ` is contained in the hyperplane H ⊆ Rr1+r2 defined by

∑r1+r2
i=1 xi = 0 since

r1∑
i=1

log |σi(u)|+ 2

r2∑
j=1

log |σr1+j(u)| = log |NK/Q(u)| = 0, ∀u ∈ UK .

We will prove that `(UK) is actually a full lattice in H, hence of rank r1 + r2 − 1. Then
if VK is the image of a section of the quotient UK → `(UK), we have UK ∼= WK × VK . If
r1 + r2 = 1, the statement is trivial. Thus we assume that r1 + r2 > 1.

First, we show that `(UK) is a discrete subgroup in H. For any δ ∈ R, let Bδ denote
the subset consisting of (y, z) ∈ Rr1 × Cr2 such that |yi|, |zj |2 ≤ eδ for all i, j, and B̄δ be
the closure of Bδ. We put Cδ = B̄δ\B−δ. Since λ(OK) is discrete in Rr1×Cr2 , λ(OK)∩Cδ
is a finite set. Thus for sufficiently small δ > 0, we have

λ(OK) ∩ Cδ = λ(OK) ∩ C0 = λ(WK).

We fix such a δ, and put Dδ = {x ∈ Rr1+r2 ||xi| < δ}. Then `(UK)∩Dδ is contained in the
image of λ(OK) ∩Cδ under the map Log, hence `(UK) ∩Dδ ⊆ `(WK) = {0}. This proves
the discreteness of `(UK) in Rr1+r2 , and hence in H.

To finish the proof, it remains to show that `(UK) has rank r1 + r2 − 1. We need the
following

Lemma 4.2.3. — For each integer k with 1 ≤ k ≤ r1 + r2, there exists uk ∈ UK such
that |σk(uk)| > 1 and |σi(uk)| < 1 for all i 6= k.
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Proof. — We fix a k as in the statement, and a constant A > ( 2
π )r2 |∆K |1/2. Let

c1, · · · , cr1+r2 > 0 be such that ci < 1 for all i 6= k and ck = A/
∏
i 6=k ci. By Theo-

rem 4.1.3, there exists a non-zero a1 ∈ OK such that |σi(a1)| < ci for all 1 ≤ i ≤ r1 and

|σi(a1)|2 < ci for r1 + 1 ≤ i ≤ r1 + r2. Put c
(1)
i := |σi(a1)| if i 6= k and 1 ≤ i ≤ r1,

c
(1)
i = |σi(a1)|2 if i 6= k and r1 + 1 ≤ i ≤ r1 + r2, and ck by c

(1)
k = A/

∏
i 6=k c

(1)
i . By

Theorem 4.1.3 again, one gets a nonzero a2 ∈ OK such that |σi(a2)| < |σi(a1)| for i 6= k
and

|NK/Q(a2)| =
r1∏
i=1

|σi(a2)|
r2∏
j=1

|σr1+j(a2)|2 <
r1+r2∏
i=1

c
(1)
i = A.

Repeating this process, one gets a sequence a1, a2, · · · , an, · · · , such that |σi(an+1)| <
|σi(an)| for all i 6= k and |NK/Q(an)| < A. But there exist only finitely many integral
ideals of OK with norm strictly less than A. Therefore, there are integers m > n such
that (am) = (an). Then uk = am/an satisfies the requirement of the Lemma.

We come back to the proof of Theorem 4.2.2 as follows. Let uk with 1 ≤ k ≤ r1 + r2

be as in the Lemma, and view `(u) ∈ Rr1+r2 as a column vector. Then the entries on the
main diagonal of the (r1 + r2)× (r1 + r2)-matrix

(`(u1), · · · , `(ur1+r2))

are positive, and all entries off the main diagonal are negative. Then it follows from the
following elementary Lemma that this matrix has rank r1 + r2 − 1.

Lemma 4.2.4. — Let A = (ai,j)1≤i,j≤n be an n×n real matrix. Assume that
∑n

i=1 ai,j =
0 for all j, ai,i > 0 for all i and ai,j < 0 if i 6= j. Then the rank of A is n− 1.

Proof. — It suffices to show that the first n−1 rows of A are linearly independent. Assume
in contrary that there exist x1, · · · , xn−1 ∈ R not all equal to 0 such that

∑n−1
i=1 xiai,j = 0

for all 1 ≤ j ≤ n. Putting j = n, we see that the xi’s can not be all positive or all negative.
Let 1 ≤ j0 ≤ n− 1 be such that xj0 = max1≤j≤n−1{xj} > 0. Then one has

0 =
∑
i

xiai,j0 = xj0

n−1∑
i=1

ai,j0 +
∑
i 6=j0

(xi − xj0)ai,j > 0,

which is absurd.



CHAPTER 5

BINARY QUADRATIC FORMS AND CLASS NUMBER

In this chapter, we will discuss an interesting relation between the ideal class group and
integral binary quadratic forms. These results are very classical, and go back to Gauss.

5.1. Binary quadratic forms

Definition 5.1.1. — An (integral) binary quadratic form is a homogenous polynomial of
the form F (x, y) = ax2+bxy+cy2 with a, b, c ∈ Z. We say F is primitive if gcd(a, b, c) = 1.
The discriminant of F is defined as

d = b2 − 4ac.

An immediate remark is that, a binary quadratic form F can be written as a product of
linear functions with rational coefficients if and only if d is a square integer. From now on,
we assume that the discriminants of all binary quadratic forms involved are not square
integers.

We say that an integral binary quadratic form F (x, y) is

– indefinite if F (x, y) takes both positive and negative values, or equivalently its dis-
criminant d > 0;

– positive definite if F (x, y) > 0 for all (x, y) 6= 0, or equivalently its discriminant d < 0
and the coefficient of x2 is postive.

Definition 5.1.2. — We say two binary forms F (x, y) and G(x, y) are equivalent if there

exists γ =

(
r s
u v

)
∈ SL2(Z) such that G(x, y) = F (rx+ sy, ux+ vy).

For a binary quadratic form F (x, y) = ax2 + bxy + cy2, we call Q =

(
a b/2
b/2 c

)
the

matrix associated with F . Then a binary quadratic form G is equivalent to F if and only if
there exists a γ ∈ SL2(Z) such that γtQγ is the matrix associated to G. As d = −4 det(Q),
equivalent binary quadratic forms have the same discriminant.

It is also clear that if F and G are equivalent binary quadratic forms, then the number
of solutions to F (x, y) = n is the same as G(x, y) = n for any integer n.
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We are interested in classifying binary quadratic forms up to equivalent classes.

Lemma 5.1.3. — Every binary quadratic form is equivalent to a form ax2 + bxy + cy2

with

|b| ≤ |a| ≤ |c|.

Proof. — Let a be the integer such that F (x, y) = a has integral solutions and |a| is
minimal. Let r, s ∈ Z such that F (r, s) = a. Then gcd(r, s) = 1; otherwise one has
F (r/q, s/q) = a/q2 with q = gcd(r, s), which contradicts with the minimality of |a|. Then
there exist u, v ∈ Z such that rv − us = 1, and

F (rx+ uy, sx+ vy) = ax2 + b′xy + c′y2 for some b′, c′ ∈ Z.

Note that

a(x+ hy)2 + b′(x+ hy)y + c′y2 = ax2 + (b′ + 2ah)xy + (ah2 + b′h+ c′)y2.

Then one can choose h ∈ Z such that |b′ + 2ah| ≤ |a|. Put b = (b′ + 2ah) and c =
ah2 + b′h+ c′. Then |c| ≥ |a| by the minimality of |a|.

Theorem 5.1.4. — For a fixed non-square integer d, there exists only finite equivalent
classes of binary quadratic forms with discriminant d.

Proof. — By the previous lemma, every equivalent class of binary quadratic forms of
discriminant d contains a representative of the form

ax2 + bxy + cy2, with d = b2 − 4ac and |b| ≤ |a| ≤ |c|.

We have the following two cases:

– If d > 0, then it follows from |ac| ≥ b2 = d+ 4ac ≥ 4ac that ac < 0. Hence, one has

d ≥ 4|ac| ≥ 4a2, i.e. a ≤
√
d

2
.

Once a is fixed, there are only finitely many possible choices for b as |b| ≤ |a|, hence
for c = (b2 − d)/4a.

– If d < 0, then one has

|d| = 4ac− b2 ≥ 4a2 − a2 = 3a2, i.e. |a| ≤
√
|d|
3
.

Theorem 5.1.5. — Every positive definite equivalent class of primitive binary quadratic
forms contains a unique form ax2 + bxy + cy2 with

|b| ≤ a ≤ c and b ≥ 0 if |b| = a or a = c.

Remark 5.1.6. — A positive definite binary quadratic form of the form in the Theorem
is called reduced.
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Proof. — We have already seen in Lemma 5.1.3 that any binary quadratic form is equiv-
alent to a form F (x, y) with |b| ≤ a ≤ c. Such a form is already reduced unless b = −a
or a = c and b < 0. In the these cases, we make the following substitutions to make F
reduced:

F (x, y) = ax2 − axy + cy2 =⇒ F (x+ y, y) = ax2 + axy + cy2;

F (x, y) = ax2 + bxy + ay2 =⇒ F (−y, x) = ax2 − bxy + ay2.

We verify now that any two reduced primitive binary forms can not be equivalent. Let
F (x, y) = ax2 + bxy + cy2 be a reduced form. Then we claim that

(5.1.6.1) F (x, y) ≥ (a+ c− |b|) min{x2, y2}, ∀x, y ∈ Z.

Indeed, without loss of generality, we may assume that |x| ≥ |y|. Then

F (x, y) ≥ (a− |b|)|x||y|+ cy2 ≥ (a+ c− |b|)y2.

In particular, one has F (x, y) ≥ a + c − |b| if xy 6= 0, and the equality holds only if
(x, y) = ±(1,−sign(b)). The smallest three integers represented by F are

(5.1.6.2) a ≤ c ≤ a+ c− |b|.

Assume now G(x, y) is another reduced form equivalent to F (x, y). Then one has G(x, y) =
ax2 + b′xy + c′y2. We distinguish several cases:

– If a = c = b ≥ 0, then the equality in −d = 4ac′ − b′2 ≥ 4a2 − b2 holds. Therefore,
c′ = a and |b′| = a. Since G is also reduced, then b′ = a, i.e. F = G.

– If a = c > b ≥ 0, then one has either c′ = a or c′ = 2a − b. But F (x, y) = a has
4 solutions, namely (±1, 0) and (0,±1). It follows that c′ = 2a − b is impossible,
because otherwise G(x, y) = a would have only 2 solutions. It follows also from
b′ =

√
4ac+ d that b = b′.

– If c > a = |b|, then b = a and c = a+c−|b| is the second smallest integer represented
by n. Thus one have c′ = c or c′ = a. But the second case can not be true
because of the discussions on the previous two cases. It follows that c′ = c and hence
b′ =

√
4ac′ + d = b.

– If c > a > |b|, then one has c′ > a > |b′| by applying the previous discussion to G.
Since the inequalities in (5.1.6.2) are strict, we see that c′ = c and |b′| = |b|. Using
the fact that the only solutions to F (x, y) = a (resp. to F (x, y) = c) are (±1, 0) (resp.
(0,±1)), one checks easily that ax2 + bxy+ cy2 is not equivalent to ax2 − bxy+ cy2.
Therefore, one concludes that b′ = b.

Using Theorem 5.1.5, it is easy to list all the equivalent classes of positive definite
binary quadratic forms with given discriminant d < 0. We have the following table for
small −d > 0 (note that one has always d ≡ 0, 3 mod 4):
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values of d reduced binary forms with discriminant d
-3 x2 + xy + y2

-4 x2 + y2

-7 x2 + xy + 2y2

-8 x2 + 2y2

-11 x2 + xy + 3y2

-12 x2 + 3y2

-20 x2 + 5y2, 2x2 + 2y2 + 3y2

-23 x2 + xy + 6y2, 2x2 ± xy + 3y2,
-52 x2 + 13y2, 2x2 + 2xy + 7y2

-56 x2 + 14y2, 2x2 + 7y2, 3x2 ± 2xy + 5y2

5.2. Representation of integers by binary quadratic forms

Definition 5.2.1. — We say that an integer n is represented by a binary quadratic form
F (x, y), if F (x, y) = n has solutions in Z2, and n is properly represented by F (x, y), if one
can choose (x, y) so that gcd(x, y) = 1.

Lemma 5.2.2. — A binary quadratic form F (x, y) properly represents an integer n if
and only if F (x, y) is equivalent to the form nx2 + b′xy + c′y2 for some b′, c′ ∈ Z.

Proof. — The condition is clearly sufficient. Suppose that F (u, v) = n with gcd(u, v) = 1.
Then one chooses r, s ∈ Z such that us− rv = 1. Then F (x, y) is equivalent to

F (ux+ ry, vx+ sy) = nx2 + (2aur + bus+ brv + 2cvs)xy + F (r, s)y2.

Proposition 5.2.3. — Let n 6= 0 and d be integers. Then the following are equivalent:

1. There exists a binary quadratic form of discriminant d that properly represents n.
2. d is square modulo 4n.

Proof. — If F is a binary quadratic form that properly represents n, then F is equivalent
to nx2 + bxy+ cy2 for some b, c ∈ Z by the previous Lemma. Hence, one gets d = b2− 4nc
and d ≡ b2 mod 4n.

Conversely, suppose that d ≡ b2 mod 4n so d = b2 − 4nc for some c ∈ Z. Then the
binary form F (x, y) = nx2 + bxy + cy2 has discriminant d and represents n.

Corollary 5.2.4. — Let n be an integer represented by a binary quadratic form with
discriminant d, and p be a prime with

(
d
p

)
= −1. Then the exponent of p in n is even.

Proof. — Indeed, if the exponent of p in n is odd, d would be a quadratic residue modulo
p by the Proposition.

Example 5.2.5. — When n = 1, 2, 3, the only positive definite reduced form of discrim-
inant d = −4n is x2 + ny2. Thus by Proposition 5.2.3, an integer m can be properly
represented by x2 + ny2 if and only if −4n is a square modulo 4m, i.e. −n is a square
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modulo m. In particular, if p is a prime coprime with n with
(−n
p

)
= 1, then it is repre-

sented by x2 +ny2. In view of NQ(
√
−n)/Q(x+

√
−ny) = x2 +ny2 and the multiplicativity

of norms, any product of such primes is represented by x2 +ny2. By quadratic reciprocity
law, we have (

−1

p

)
= −1⇔ p ≡ 3 mod 4(

−2

p

)
= −1⇔ p ≡ 5, 7 mod 8(

−3

p

)
= −1⇔ p ≡ 2 mod 3

After checking the representability of m = 2k by hand, one obtains by Corollary 5.2.4 the
following

m is represented by iff the following primes have even exponent in m
x2 + y2 p ≡ 3 mod 4
x2 + 2y2 p ≡ 5, 7 mod 8
x2 + 3y2 p ≡ 2 mod 3

Example 5.2.6. — A positive integer n is represented by x2 + 5y2 if and only if

(1) any prime p ≡ 11, 13, 17, 19 mod 20 appears in n with even exponent;
(2) the total number of prime divisors p ≡ 2, 3, 7 mod 20 (counted with multiplicity) is

even.

Note that there are no restrictions on the number of primes p ≡ 1, 5, 9 mod 20.
First, there are only two binary quadratic forms with discriminant -20, namely

f(x, y) = x2 + 5y2, g(x, y) = 2x2 + 2xy + 3y2.

By Proposition 5.2.3, a prime p coprime to −20 is represented by f or g if and only if(−5
p

)
= 1. By quadratic reciprocity law, we have(

−5

p

)
=

{
1 p ≡ 1, 3, 7, 9 mod 20

−1 p ≡ 11, 13, 17, 19 mod 20.

Then the first statement follows from Corollary 5.2.4. By checking modulo 4, we see easily
that primes p ≡ 1, 9 mod 20 can not be represented by g, thus they must be represented
by f ; on the other hand, primes p ≡ 3, 7 mod 5 can not be represented by f , thus they
are represented by g. One notes also that 2 is presented by g not by f , and 5 is represented
by f by not by g. Therefore, any power of primes p ≡ 1, 5, 9 mod 20 can appear in n.
Finally, statement (2) comes from the magical identity

(2x2 + 2xy + 3y2)(2z2 + 2zw + 3w2) = (2xz + xy + yz + 3yw)2 + 5(xw − yz)2.
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What does the magical identity come from? Actually, if m2 = (2, 1 +
√
−5) denotes the

unique prime of K = Q(
√
−5) above 2, then

2x2 + 2xy + 3y2 =
NK/Q(2x+ y(1 +

√
−5))

N(m2)
=

NK/Q(2x+ y(1−
√
−5))

N(m2)
.

Now the magical formula follows from

(2x+ y +
√
−5y)(2z + w −

√
−5w) = 2[(2xz + yz + xw + 3yw) + (yz − xw)

√
−5]

by taking norms.

5.3. Ideal class groups and binary quadratic forms

Let K = Q(
√
d) be a quadratic field with discriminant d. Denote by x 7→ x̄ the non-

trivial automorphism of K/Q. We will consider a slightly different ideal class group in the
real quadratic case.

Definition 5.3.1. — – We say an element x ∈ K is totally positive if σ(x) > 0 for
all real embedding σ of K (so that the condition is empty if K is imaginary).

– Let IK be the group of fractional ideals of K. We denote by P+
K ⊆ IK the subgroup

consisting of fractional ideals generated by a totally positive element. We define the
strict (or narrow) ideal class group of K as

Cl+K = IK/P+
K .

IfK is imaginary quadratic, Cl+K is the usual ideal class group ClK . IfK is real quadratic,

ClK is a quotient of Cl+K with kernel PK/P+
K .(1)

Definition 5.3.2. — Let α1, α2 be two Q-linearly independent elements of K. We say
that (α1, α2) is positively oriented if

det

(
α1 α2

ᾱ1 ᾱ2

)
√
d

> 0.

Note that exactly one of pairs (α1, α2) and (α2, α1) is positively oriented. So the notion
of positive orientation gives a way to choose the order of any two linearly independent
elements in K.

Let I be a fractional ideal of K, and (ω1, ω2) be a positively oriently basis of I over Z.
We put

fω1,ω2(x, y) =
NK/Q(xω1 + yω2)

N(I)
.

Lemma 5.3.3. — The quadratic form fω1,ω2 has coefficients in Z and has discriminant
d, and it is positive definite if K is imaginary quadratic. Moreover, the equivalent class
of fω1,ω2 depends only on the class of I in Cl+K .

(1)Actually, PK/P+
K is trivial if K has a unit of norm −1, and it is of order 2 otherwise.
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Proof. — It is clear that fω1,ω(x, y) ∈ Z for any x, y ∈ Z. The coefficients of x2, xy
and y2 are respectively given by fω1,ω2(1, 0), fω1,ω2(1, 1) − fω1,ω2(1, 0) − fω1,ω2(0, 1) and
fω1,ω2(0, 1). This shows that fω1,ω2 is integral. A direct computation also shows that the
discriminant of fω1,ω2 is given by

(ω1ω̄2 − ω̄1ω2)2

N(I)2
=

Disc(ω1, ω2)

N(I)2
= d.

If K is imaginary quadratic, fω1,ω2 is clearly positive definite, since the norm of any element
in K is positive definite.

Now if (ω′1, ω
′
2) is another positively oriented basis of I, then there exists γ ∈ GL2(Z)

such that (ω′1, ω
′
2) = (ω1, ω2)γ. As both (ω′1, ω

′
2) and (ω1, ω2) are positively oriented, we

have γ ∈ SL2(Z). Therefore, fω′1,ω′2 is equivalent to fω1,ω2 under the action of SL2(Z). Let

J be a fractional ideal in the same class in Cl+K as I. Then there exists α ∈ K such that
J = I(α), where α is totally positive if K is quadratic real. Then (αω1, α2ω2) is positively
oriented basis of J , and one has fαω1,αω2 = fω1,ω2 .

For an integral binary quadratic form f , let [f ] denote the equivalent class of f under
the action of SL2(Z).

Theorem 5.3.4. — The above construction I 7→ [fω1,ω2 ] induces a bijection between the
set Cl+K and the set of equivalent classes of binary quadratic forms with discriminant d,
which are positive definite if d < 0.

Proof. — We prove first the surjectivity of the morphism. Given a binary quadratic form
f(x, y) = ax2 + bxy + cy2 with discriminant d, which is not negative definite, we have to
show that there exists a fractional ideal I and a positive oriented basis (ω1, ω2) of I such
that [f ] = [fω1,ω2 ]. Up to replacing f by a form equivalent to it, we may assume that
a > 0. Let τ denote the root of ax2 − bx + c = 0 such that (1, τ) is positively oriented.
Consider the lattice I = Z + Zτ ⊆ K. We verify that I is a fractional ideal of K. We
distinguish two cases:

1. d ≡ 0 mod 4. Then 2|b, and OK = Z + Z
√
d

2 . It suffices to show that I is stable

under multiplication by
√
d. If τ = b±

√
d

2a , then
√
d

2
(1, τ) = (1, τ)±

(
− b

2 −c
a − b

2

)
.

2. d ≡ 1 mod 4. According to τ = b±
√
d

2a , we take correspondingly ωd = 1±
√
d

2 . Then
we have OK = Z + Zωd and

ωd(1, τ) = (1, τ)

(
1−b

2 −c
a 1+b

2

)
.

As b is odd, this implies that I is stable under the multiplication by ωd (hence a
fractional ideal).
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Next, we compute N(I). Note that Disc(1, τ) = det

(
1 τ
1 τ̄

)2

= d/a2. It follows that

N(I) = a−1. Therefore, we see easily that

f1,τ =
NK/Q(x− yτ)

N(I)
= ax2 + bxy + cy2 = f.

Now we prove the injectivity of the morphism. Let f(x, y) and τ be as above. Suppose
that J is a fractional ideal with positive oriented basis (ω1, ω2) such that [fω1,ω2 ] = [f ].
We have to show that the class of J in Cl+K is the same as I = (1, τ). There exists

γ =

(
r s
u v

)
∈ SL2(Z) such that

fω1,ω2(rx+ sy, ux+ vy) = f(x, y).

Then up to replacing (ω1, ω2) by (ω′1, ω
′
2) = (ω1, ω2)γ, we may assume that fω1,ω2 = f .

Thus one gets

NK/Q(ω1x+ yω2) = (ω1x+ yω2)(ω̄1x+ ω̄2y) = N(J)(ax2 + bxy + cy2).

Note that NK/Q(ω1) = aN(J) > 0. Therefore, up to replacing (ω1, ω2) by (−ω1,−ω2), one
may assume that ω1 is totally positive. Putting (x, y) = (−τ, 1), we see that if τ ′ = ω2/ω1,
then either τ ′ = τ or τ ′ = τ̄ . Note that

det

(
ω1 ω2

ω̄1 ω̄2

)
= NK/Q(ω1) det

(
1 τ ′

1 τ̄ ′

)
.

Since (ω1, ω2) and (1, τ) are both positively oriented, the determinant above has the same

sign as that of

(
1 τ
1 τ̄

)
. Thus one gets τ ′ = τ , and hence J = (ω1)I.

Remark 5.3.5. — (1) Note that d being the discriminant of a quadratic field is equivalent
to the following conditions:

– d the exponent of any odd primes in d is at most one;
– d ≡ 1 mod 4 or d ≡ 8, 12 mod 16.

Such a d is usually called a fundamental discriminant. The discriminant of a general binary
quadratic form writes uniquely as d = f2dK , where dK is a fundamental discriminant of
a quadratic field K, and f > 0 is an integer, called the conductor of d. There exists a
similar bijection between the equivalent classes of non-negative definite binary quadratic
forms with discriminant d and the strict ideal classes of the subring O = Z+ fOK of OK .

(2) Combining with Theorem 5.1.4, this theorem gives another proof of the finiteness of
the class number of a quadratic field. Actually, Theorem 5.1.5 even gives a very efficient
algorithm to compute the class number of an imaginary quadratic field.

(3) Another interesting consequence of Theorem 5.3.4 is that there exists a natural
abelian group structure on the set of equivalent classes of non-negative binary quadratic
forms with discriminant d. The multiplication law of two equivalence classes in this group
is usually called “Gauss composition law”, which was discovered by Gauss around 1800. It
is quite remarkable that, at the time of Gauss, the ideal class group for a general number
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field had not been defined yet. For a different approach to Gauss composition law using
cubes, see Bhargava’s paper [Bh04].





CHAPTER 6

DISTRIBUTION OF IDEALS AND DEDEKIND ZETA
FUNCTIONS

6.1. Distribution of ideals in a number field

Let K be a number field of degree n, and C be an ideal class of K. Given a positive
real number t, we denote by NC(t) the number of ideals I of OK in the given ideal class
C with norm N(I) ≤ t. The aim of this section is to prove the following

Theorem 6.1.1. — There exists a positive number κ, which depends on K but is inde-
pendent of C, such that

NC(t) = κt+O(t1−1/n).

Here, the error term O(t1−1/n) means that, there exists a real positive number A, depending

on K and C but independent of t, such that |NC(t)− κt| ≤ At1−1/n for all t ≥ 1.

Remark 6.1.2. — We will give later a formula for κ after we define the regulator of K.

We now explain how to prove Theorem 6.1.1. First of all, instead of counting (integral)
ideals in the ideal class, we reduce the problem to counting the elements in a fractional
ideal.

Lemma 6.1.3. — Let J be a fractional ideal in the ideal class C−1. Let St be the equiv-
alent class of x ∈ J with norm |NK/Q(x)| ≤ tN(J) modulo the action of units of K. Then

α 7→ (α)J−1 induces a bijection between St with the set of integral ideals I of OK in C
with N(I) ≤ t.

Proof. — Indeed, the set St is in natural bijection with the set of principal ideals (α)
contained in J with |NK/Q(α)| ≤ tN(J). The multiplication by J−1 induces a bijection
between such principal ideals with the set of integral integral ideals I contained in C with
norms N(I) ≤ t.

In the rest of this section, we fix such a fractional ideal J as in the Lemma.
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6.1.4. The case of quadratic fields. — To illustrate the ideas of the proof, let us
consider first the case when K/Q is quadratic.

(1) Assume that K/Q is imaginary quadratic field. We fix a complex embedding

λ : K → C ∼= R2.

The image of J is a lattice in C. Choose a basis (α1, α2) of λ(J). Then a fundamental
domain of C/λ(J) is given by the parallelogram D with vertex points 1

2(±α1,±α2). One
has

µ(D) = Vol(C/λ(J)) = 2−1
√
|∆K |N(J).

For any ρ > 0, denote
Bρ = {z ∈ C : |z| ≤ ρ}.

Let n(t) denote the cardinality of λ(J)∩B√
tN(J)

, n−(t) denote the number of α ∈ J such

that α+D is contained in B√
tN(J)

, and n+(t) the number of α ∈ J such that α+D has

non-empty intersection with B√
tN(J)

. It is clear that

n−(t) ≤ n(t) ≤ n+(t).

Let δ denote the maximal length of two elements in D, then one has

n−(t) ≥
µ(B√

tN(J)−δ)

µ(D)
, n+(t) ≤

µ(B√
tN(J)+δ

)

µ(D)
.

Therefore, one gets

n(t) =
µ(B√

tN(J)
)

µ(D)
+O(

√
t) =

2π√
|∆K |

t+O(
√
t).

Modulo the unit group UK , we get

NC(t) = #St =
2π

w|∆K |
t+O(

√
t),

where w denotes the cardinality of UK . This finishes the proof of Theorem 6.1.1, with
κ = 2π

w|∆K | .

(2) Assume now K/Q is real quadratic. The situation is complicated by the existence
of free part of the unit group UK . By Dirichlet’s unit theorem, one has

UK ∼= {±1} × εZ,
where ε ∈ UK is a fundamental unit. Let

λ : K → R2

denote the embedding given by α 7→ (σ1(α), σ2(α)), where σ1, σ2 are the two real em-
beddings of K. We may assume that σ1(ε) > 1. Then λ(J) is a lattice in R2 with

Vol(R2/J) =
√
|∆K |N(J). We consider the orbit of R2 under the action of λ(ε)Z. Then

for every y0 ∈ R2, there exists n ∈ Z such that y0λ(εn) lies in the subset

{y = (y1, y2) ∈ R2 : 1 <
|y1|
|y2|
≤ σ1(ε)

|σ2(ε)|
= σ1(ε)2.}
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Therefore, if we put

DtN(J) = {(y1, y2) ∈ R2 : |y1y2| ≤ tN(J), 1 <
|y1|
|y2|
≤ σ1(ε)2},

then every element in J with norm less than tN(J) is uniquely, under the action of εZ,
equivalent to an element in λ(J) ∩ DtN(J). Therefore, by the same arguments as in the
imaginary quadratic case, we have

NC(t) =
#λ(J) ∩DtN(J)

w
=

µ(DtN(J))

wVol(R2/λ(J))
+O(

√
t),

where w = 2 is the cardinality of WK = {±1}. So the problem is reduced to computing
µ(DtN(J)). We have

µ(DtN(J)) = 4

∫
y1,y2>0

0<y1y1≤tN(J)
1<y1/y2≤σ2(ε)2

dy1dy2

= 4

∫
x1+x2≤log(tN(J))

0<x1−x2≤2 log(σ1(ε))

ex1+x2dx1dx2 (letting yi = exi for i = 1, 2)

= 2

∫ log(tN(J))

u=−∞

∫ 2 log(σ1(ε))

v=0
eududv (u = x1 + x2 and v = x1 − x2)

= 4tN(J) log(σ1(ε)).

So finally, one gets

NC(t) =
2 log(σ1(ε))√
|∆K |

t+O(
√
t),

where log(σ1(ε)) is usually called the regulator of K.

6.1.5. A formula for the number of lattice points. — In the discussion above, we
have used an estimation for the number of lattice points contained in a bounded region
D in R2 in terms of the area of D. It is reasonable to expect that, if Λ ⊆ Rn is a lattice
and B ⊆ Rn is a bounded region, then #(Λ ∩ B) can be estimated in terms of the ratio
µ(B)/Vol(Rn/Λ), once the boundary of B is “not too bad”. In order to put this in a
rigorous form, we need the following

Definition 6.1.6. — (1) Let [0, 1]n−1 denote the (n− 1)-dimensional unit cube. A func-
tion

f : [0, 1]n−1 → Rn

is called Lipschitz, if the ratio
|f(x)− f(y)|
|x− y|

is uniformly bounded as x and y range over [0, 1]n−1, where | · | means the length in Rn−1

or Rn.
(2) Let B be a bounded region in Rn. We define the boundary of B as ∂B = B̄ −Bint,

where B̄ denotes the closure of B in Rn and Bint the interior of B. We say that ∂B is
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(n − 1)-Lipschitz parametrizable, if it is covered by the images of finitely many Lipschitz
functions: f : [0, 1]n−1 → Rn.

Lemma 6.1.7 ([Ma77] Chap. 6, Lemma 2). — Let B be a bounded region in Rn such
that the boundary of B is (n − 1)-Lipschitz parametrizable, and Λ ⊆ Rn be a full lattice.
Then for a > 1, we have

#(Λ ∩ aB) =
µ(B)

Vol(Rn/Λ)
an +O(an−1).

Proof. — Let L : Rn → Rn be a linear transformation such that L(Λ) = Zn. If B′ denotes
the image of B, then

µ(B′) = µ(B)|det(L)| = µ(B)

Vol(Rn/Λ)
.

Clearly, we have #(Zn∩aB′) = #(Λ∩aB), so the statement for (Λ, B) follows immediately
from that for (Zn, B′). Thus we may assume that Λ = Zn.

Consider translates of n-cubes [0, 1]n with centers at points of Zn. We call simply
such a translate a unit n-cube. The number of unit n-cubes contained in aB is roughly
µ(aB) = anµ(B), and the difference is controlled by the number of unit n-cubes which
intersect with the boundary ∂(aB).

Let us call small n-cubes the translates of [1, a−1]n with centers at points of a−1Zn. The
number of unit n-cubes intersecting with ∂(aB) equals to the number of small n-cubes
intersecting with ∂B. Let f : [0, 1]n−1 → ∂B be a (n − 1)-Lipschitz function. Since ∂B
is covered by the image of finitely many such functions, we just need to show that the
number of small n-cubes intersecting with image of f is O(an−1). Let λ > 0 be such that

|f(x)− f(y)| ≤ λ|x− y|, for all x, y ∈ [0, 1]n−1.

Consider all the points x ∈ [0, 1]n−1 whose coordinates are of the form xi = b
[a] for some

integer b with 0 ≤ b ≤ [a] − 1. Here [a] denotes the maximal integer less or equal to a.
Then there are [a]n−1 such points, and we label them as xi for 1 ≤ i ≤ [a]n−1. Now assume
that ∆ is a small n-cube intersecting with the image of f . Let y = f(x) be an intersection
point. Then there exists some xi as above such that |x− xi| ≤

√
n− 1/(2a), so that

|y − f(xi)| ≤ λ
√
n− 1/(2a).

As the diameter of ∆ is
√
n/a, then there exists c > 0, independent of a, such that C is

completely contained in the ball Di with center f(xi) and radius c/a. Clearly, all the small
cubes intersecting with Im(f) are contained in the union of the Di’s. But the volume of
each Di is of the form c′/an for some c′ > 0 independent of a. Therefore, the volume of
the union of all Di is bounded by c′/an[a]n−1 ≤ c′/a, and the number of small n-cubes
intersecting with Im(f) is bounded above by

(c′/a)/a−n = c′an−1.
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6.1.8. Start of the proof of Theorem 6.1.1. — We now turn to the proof of The-
orem 6.1.1 in the general case. Let σ1, · · · , σr1 denote the real embeddings of K, and
σr1+j , σ̄r+j for 1 ≤ j ≤ r2 denote the non-real embeddings. We have a Minkowski embed-
ding

λ : K ↪→ Rr1 × Cr2 ∼= Rn,

under which the image of J is lattice such that (Lemma 4.1.2)

(6.1.8.1) Vol(Rn/λ(J)) = 2−r2
√
|∆K |N(J).

Let J be the fixed fractional ideal in C−1. For any real number t > 0, put

Xt = {(y, z) ∈ Rr1 × Cr2 :

r1∏
i=1

|yi|
r2∏
j=1

|zr1+j |2 ≤ tN(J)}.

The elements of J with norm less than tN(J) are exactly those in λ(J) ∩Xt. Note that
λ(J\{0}) lies in (R×)r1 × (C×)r2 . We put

X∗t = Xt ∩ (R×,r1 × C×,r2).

The unit group UK acts naturally on X∗t and J via multiplication, and we need to count
the number of orbits of λ(J) ∩X∗t modulo the action of UK . For this, we need to find a
fundamental domain of X∗t for the action of UK . Choose a fundamental system of units
u1, · · · , ur1+r2−1 so that

UK = WK ×
r1+r2−1∏
i=1

uZi ,

where WK is the subgroup of roots of unity in K. Consider the following commutative
diagram

R×,r1 × C×,r2
Log // Rr1+r2

UK
?�

λ|UK

OO

` // H
?�

OO

where Log is given by

(y, z) 7→ (log |y1|, · · · , log |yr1 |, 2 log |z1|, · · · , 2 log |zr2 |),

and H is the hyperplane of Rr1+r2 defined by
∑r1+r2

i=1 xi = 0. In the proof of Dirichlet’s
unit theorem 4.2.2, we have seen that ` is a group homomorphism with kernel WK , and
its image is a full lattice in H generated by `(u1), · · · , `(ur1+r2−1). Note that the image

of X∗t under Log is the region X∗,log
t defined by

∑r1+r2
i=1 xi ≤ log(tN(J)), and `(UK) acts

naturally by translation on X∗,log
t . Put

(6.1.8.2) n =
1

r1 + r2
(1, · · · , 1) ∈ Rr1+r2 .
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Then (n, `(u1), · · · , `(ur1+r2−1)) form a basis of Rr1+r2 , and a fundamental domain for

X∗,log
t under the action of `(UK) is given by

Dlog
t := {t0n + t1`(u1) + · · ·+ tr1+r2−1`(ur1+r2−1) :

t0 ∈ (−∞, log(tN(J))], ti ∈ [0, 1), i = 1, · · · , r1 + r2 − 1}.

Let Dt denote the inverse image of Dlog
t under Log. Note that Dt ⊆ X∗t . Then we have

the following

Lemma 6.1.9. — Let VK denote the subgroup
∏r1+r2−1
i=1 uZi of UK . Then Dt is a funda-

mental domain for X∗t under the action of the subgroup VK .

Proof. — Let y ∈ X∗t be a point. Since Dlog
t is a fundamental domain for X∗,log

t under

the action of `(UK) = `(VK), there exist a unique u ∈ VK such that Log(y)− `(u) ∈ Dlog
t .

Then y′ = y/u ∈ Dt by definition.

Note that Dt still keeps the action of WK . It follows immediately from the Lemma
above that, the number of orbits of λ(J) ∩ X∗t under UK is the same as the number of
orbits of λ(J)∩Dt under the action of WK . In summary, the number of integral ideals in
the ideal class C with norm less or equal to t is given by

NC(t) =
#(λ(J) ∩Dt)

w
.

Note that Dt = t1/nD1 and the boundary of D1 is clearly (n − 1)-Lipschitz. Hence by
Lemma 6.1.7, we have

(6.1.9.1) NC(t) =
µ(D1)

wVol(Rn/λ(J))
t+O(t1−1/n).

To compute µ(D1), we need to introduce the following

Definition 6.1.10. — Let (u1, · · · , ur1+r2−1) be a fundamental system of the unit group
UK , and n ∈ Rn be the vector defined in (6.1.8.2). We define the regulator of K as

RK = | det(n, `(u1), · · · , `(ur1+r2−1))|.

Note that, in the definition of RK , one can replace n by any vector in Rr1+r2 whose
components sum up to 1.

Lemma 6.1.11. — We have

µ(D1) = 2r1πr2RKN(J).

Proof. — Let dyi for 1 ≤ i ≤ r1 (resp. µzj for 1 ≤ j ≤ r2) denote the Lebesgue measure

on R (resp. on C). Using polar coordinates zj = ρje
iθj , then we have µzj = ρjdρjdθj . It

follows that

µ(D1) =

∫
D1

dy1 · · · dyr1ρ1 · · · ρr2dρ1 · · · dρr2dθ1 · · · θr2 .
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By definition, if we put xi = log |yi| for 1 ≤ i ≤ r1 and xr1+j = 2 log |zj | = 2 log ρj , then

D1 is defined by x = (x1, · · · , xr1+r2) ∈ Dlog
1 . Changing the variables to xi’s, one gets

µ(D1) = 2r1πr2
∫
Dlog

1

e
∑r1+r2
i=1 xi dx1 · · · dxr1+r2 .

If t0, t1, · · · , tr1+r2−1 are new variables defined by

(x1, x2, · · · , xr1+r2)t = (n, `(u1), · · · , `(ur1+r2−1))(t0, t1, · · · , tr1+r2−1)t,

where (x1, · · · , xr1+r2)t means the column vector in Rr1+r2 , then Dlog
1 is defined by

−∞ < t0 ≤ log(N(J)) and 0 < ti ≤ 1, i = 1, · · · , r1 + r2 − 1.

Note also
∑r1+r2

i=1 xi = t0, since the components of each `(ui) sum up to 0. Then by
Jacobian’s rule, we have

dx1 · · · dxr1+r2 = RK dt0dt1 · · · dtr1+r2−1,

and hence

µ(D1) = 2r1πr2RK

∫ log(N(J))

−∞
et0dt0

r1+r2−1∏
i=1

∫ 1

0
dti

= 2r1πr2RKN(J)

We can now prove a more precise form of Theorem 6.1.1:

Theorem 6.1.12. — Let K be a number field of degree n with r1 real embeddings and r2

non-real embeddings. For a fixed ideal class C of K and a real number t > 0, let NC(t)
denote the number of integral ideals of K with norms less than t. Then we have

NC(t) =
2r1(2π)r2RK

w
√
|∆K |

t+O(t1−1/n),

where w is the number of roots of unity in K and ∆K is the discriminant of K.

Proof. — Indeed, this follows immediately from (6.1.9.1), Lemma 6.1.11 and (6.1.8.1).

We have the following immediate

Corollary 6.1.13. — Under the notation of the Theorem, let h denote the class number
of K. Then the number of integral ideals of K with norm less than t is given by

N(t) =
2r1(2π)r2RKh

w
√
|∆K |

t+O(t1−1/n).
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6.2. Residue formula of Dedekind Zeta functions

Recall that the Riemann zeta function is defined by

ζ(s) =

∞∑
n=1

1

ns
=
∏
p

1

1− p−s

which absolutely converges for <(s) > 1.

Lemma 6.2.1. — The function ζ(s) can be analytically extended to a meromorphic func-
tion in s on <(s) > 0 with a simple pole at s = 1 with residue 1.

Proof. — Note that ∫ ∞
1

t−sdt =
1

s− 1
for <(s) > 1.

Then we have

ζ(s)−
∫ ∞

1
t−sdt =

∞∑
n=1

∫ n+1

n
(

1

ns
− 1

ts
)dt

=

∞∑
n=1

∫ n+1

n
s

∫ t

x=n

1

ts+1
dxdt

=
∞∑
n=1

s

∫ n+1

n

n+ 1− x
xs+1

dx.

If σ denotes the real part of s, then

|
∞∑
n=1

s

∫ n+1

n

n+ 1− x
xs+1

dx| ≤ |s|
∫ ∞

1

dx

xσ+1
=
|s|
σ
, for σ > 0.

Thus the sum in | · | on the left hand side defines a holomorphic function in <(s) > 0.
Thus, one may define the analytic continuation of ζ(s) as

(6.2.1.1) ζ(s) =
1

s− 1
+

∞∑
n=1

s

∫ n+1

n

n+ 1− x
xs

dx, for <(s) > 0.

Proposition 6.2.2. — Let f(s) =
∑∞

n=1
an
ns be a Dirichlet series, which converges for

<(s) sufficiently large. Let St =
∑

n≤t an for any t > 0. Assume that there exists some
κ ∈ C and δ with 0 < δ ≤ 1 such that

St = κt+O(t1−δ) when t→ +∞.

Then f(s) can be analytically extended to a meromorphic function on <(s) > 1 − δ with
at most a simple pole at s = 1 with residue κ.
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Proof. — Put

g(s) = f(s)− κζ(s) =
∞∑
n=1

bn
ns
, with bn = an − κ.

Then if S′t =
∑

n≤t bn, then S′t = O(t1−δ). By Lemma 6.2.1, κζ(s) can be analytically

extended to a meromorphic function on <(s) > 0 with a simple pole at s = 1 with
residue κ. Therefore, the Proposition will be proved if one shows that g(s) has an analytic
continuation to a holomorphic function on <(s) > 1− δ. For <(s) >> 0, we have

g(s) =
∞∑
n=1

S′n − S′n−1

ns
=
∞∑
n=1

S′n
ns
−

+∞∑
n=1

S′n
(n+ 1)s

=

+∞∑
n=1

S′n(
1

ns
− 1

(n+ 1)s
)

=

+∞∑
n=1

S′n

∫ n+1

n
st−s−1dt.

Let C > 0 be such that |S′n| ≤ Cn1−δ, and σ = <(s). Then we have

|
+∞∑
n=1

S′n

∫ n+1

n
st−s−1dt| ≤ C|s|

∞∑
n=1

n1−δ
∫ n+1

n
t−σ−1dt

= C|s|
+∞∑
n=1

∫ n+1

n
t−σ−δdt (since n1−δ ≤ t1−δ)

= C|s| 1

σ + δ − 1
for σ > 1− δ.

This shows that g(s) can be extended to a holomorphic function on <(s) > 1− δ.

Now let K be a number field of degree n.

Lemma 6.2.3. — The series

ζK(s) :=
∑

a⊂OK

1

N(a)s

absolutely converges for <(s) > 1, where a runs through all the integral ideals of OK .
Moreover, we have the Euler product

(6.2.3.1) ζK(s) =
∏
p

1

1−N(p)−s
for <(s) > 1,

where p runs through all non-zero prime ideals of OK .

Proof. — Write ζK(s) =
∑∞

n=1
an
ns , where an is the number of integral ideals of OK with

norm equal to n. If n =
∏r
i=1 p

ei
i is the prime factorization of n, then an ≤ [K : Q]

∑
i ei ≤

[K : Q] log2 n, since there are at most [K : Q]ei primes with norm equal to pei . In
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particular, one has an = O(nε) for any positive ε > 0. Therefore, for any ε > 0, there
exists a Cε > 0 such that

|ζK(s)| ≤
+∞∑
n=1

an
|ns|
≤ Cε

∞∑
n=1

1

n<(s)−ε ,

which uniformly absolutely converges for <(s) ≥ 1 + 2ε. Next, we note that

|
∏
p

1

1−N(p)−s
| ≤

∏
p

1

1−N(p)−<(s)

≤
∏
p

1

(1− p−<(s))[K:Q]
= ζ(<(s))[K:Q],

which proves the absolute convergence of the Euler product. Then the equality (6.2.3.1)
is an immediate consequence of the unique factorization law of ideals in OK .

The complex analytic function ζK(s) is usually called the Dedekind zeta function of K.

Theorem 6.2.4. — The function ζK(s) has a meromorphic continuation to <(s) > 1− 1
n

with a simple pole at s = 1 with residue

κ =
2r1(2π)r2RKh

w
√
|∆K |

,

where the meanings of r1, r2, RK , h, w,∆K are the same as in Corollary 6.1.13.

Proof. — Write ζK(s) =
∑+∞

n=1 ann
−s, where an is the number of integral ideals of OK

with norm exactly equal to n. Then St =
∑

n≤t an equals to the number of integral ideals
of OK with norm less than or equal to t. Now the Theorem follows immediately from
Proposition 6.2.2 and Corollary 6.1.13.

Let f(s) and g(s) be complex valued functions in a neighborhood of 1. We write

f(s)∼ g(s) when s→ 1+, if the limit of f(s)
g(s) when s approaches 1 along the real axis from

the right.

Corollary 6.2.5. — Let K be a number field. Then we have∑
p

1

N(p)s
∼

∑
p,deg(p)=1

1

N(p)s
∼ log

1

s− 1
when s→ 1+,

where p runs through all the prime ideals of OK in the first summation, and through the
primes of degree 1 in the second.

Proof. — By the Euler product of ζK(s), we have

log ζK(s) =
∑
p

− log(1−N(p)−s) =
∑
p

+∞∑
n=1

1

nN(p)ns

=
∑

p,deg(p)=1

1

N(p)s
+

∑
p,deg(p)≥2

1

N(p)s
+
∑
n≥2

1

nN(p)ns
, for <(s) > 1.
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By Theorem 6.2.4, we have log ζK(s)∼ log 1
s−1 when s→ 1. Therefore, to finish the proof,

it suffices to show that the second and the third terms are bounded when s → 1+. Let
σ = <(s). Then

|
∑

p,deg(p)≥2

1

N(p)s
| ≤

∑
p

[K : Q]

p2σ
≤ [K : Q]

∑
n≥1

1

n2σ
,

which is convergent for σ > 1/2, hence bounded when s→ 1+. Similarly, one has

|
∑
p,n≥2

1

nN(p)ns
| ≤ +

∑
p

1

N(p)σ(N(p)σ − 1)

≤ 2[K : Q]
∑
p

1

pσ(pσ − 1)

≤ [K : Q]
∑
n≥2

1

nσ(nσ − 1)

which is convergent when σ > 1/2.





CHAPTER 7

DIRICHLET L-FUNCTIONS AND ARITHMETIC
APPLICATIONS

A good reference for this chapter is [Wa96, Chap. 3, 4].

7.1. Dirichlet characters

Let G be a finite abelian group. Recall that a character of G is a group homomorphism

χ : G→ C×.

We say χ is trivial, if χ(g) = 1 for all g ∈ G. If χ1 and χ2 are two characters, we define
their product by the formula χ1χ2(g) = χ1(g)χ2(g). The set of characters of G form an

abelian group, which we denote by Ĝ.

Lemma 7.1.1. — There exists a non-canonical isomorphism G ∼= Ĝ.

Proof. — Since every finite abelian group is a direct sum of cyclic groups, we may assume
that G ∼= Z/nZ. Then a character χ of G is determined by its value at 1 ∈ Z/nZ, which

is necessarily an n-th root of unity, and vice versa. Thus Ĝ is canonically isomorphic to
the group of n-th roots of unity, which is isomorphic to Z/nZ.

A group homomorphism f : G1 → G2 induces a natural map f̂ : Ĝ2 → Ĝ1 given by
χ 7→ χ ◦ f .

Corollary 7.1.2. — If 0 → G1 → G → G2 → 0 is an exact sequence of finite abelian

groups, then the induced sequence 0→ Ĝ2 → Ĝ→ Ĝ1 → 0 is also exact.

Proof. — Let f denote the injection G1 → G. It is easy to see that Ker(f̂) = Ĝ2, so

that only the surjectivity of f̂ : Ĝ → Ĝ1 is non-trivial. By the Lemma, Ĝ/Ĝ2 has the

same cardinality as Ĝ1. It follows that f̂ induces an isomorphism Ĝ/Ĝ2
∼= Ĝ1, that is f̂

is surjective.

For any finite abelian group G, there is a natural morphism G → ̂̂
G sending g ∈ G to

the character χ 7→ χ(g) on Ĝ.
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Proposition 7.1.3. — The canonical morphism G→ ̂̂
G is an isomorphism.

Proof. — Since G and
̂̂
G have the same cardinality. It suffices to show that G → ̂̂

G is

injective, that is, for any non-trivial g ∈ G, we have to construct a χ ∈ Ĝ such that

χ(g) 6= 1. Let H ⊆ G be the subgroup generated by g. Then Ĥ 6= 1. By Corollary 7.1.2,

there exists χ ∈ Ĝ with non-trivial image in H. Then χ(g) 6= 1 since g is a generator of
H.

Proposition 7.1.4. — Let G be a finite abelian group. We have

1.
∑

g∈G χ(g) = 0 for all non-trivial χ ∈ Ĝ,

2.
∑

χ∈Ĝ χ(g) = 0 for all g 6= 1 in G.

Proof. — We just prove statement 1, the second follows from the first by Proposition 7.1.3.
Since χ ∈ G is non-trivial, there exists h ∈ G such that χ(h) 6= 1. Then

χ(h)
∑
g∈G

χ(g) =
∑
g∈G

χ(gh) =
∑
g∈G

χ(g).

7.1.5. Dirichlet characters. — A Dirichlet character is a character χ of the group
(Z/NZ)× for some integer N ≥ 1. Note that for N |M , χ induces a character of (Z/MZ)×

by the natural surjection (Z/MZ)× → (Z/NZ)×. We say χ : (Z/NZ)× → C× is primitive,
if it is not induced by any characters of (Z/dZ)× for d|N and d 6= N ; in that case, we
say χ has conductor N , and write fχ = N . We say χ is even if χ(−1) = 1 and odd if
χ(−1) = −1.

Many times, it is convenient to regard a Dirichlet character χ : (Z/NZ)× → C× as a
function Z → C by setting χ(a) = 0 if gcd(a, fχ) 6= 1. Note that χ(nm) = χ(n)χ(m) for
all n,m ∈ Z.

Example 7.1.6. — (1) Let χ : (Z/8Z)× → C× be defined by χ(1) = 1, χ(3) = −1,
χ(5) = 1 and χ(7) = −1. Then it is clear that χ(a+ 4) = χ(a), and thus fχ = 4.

(2) Let p be an odd prime. Then Legendre symbol a 7→
(
a
p

)
defines a Dirichlet character

of conductor p.

Let χ and ψ be two Dirichilet characters with conductors fχ and fψ. Consider their the
homomorphism

γ : (Z/lcm(fχ, fψ)Z)× → C×.
We define χψ to be the the primitive character associated to γ. Note that, in general, the
conductor of χψ is smaller than lcm(fχ, fψ).

Example 7.1.7. — Define χ modulo 12 by χ(1) = 1, χ(5) = −1, χ(7) = −1, χ(11) = 1
and define ψ modulo 3 by ψ(1) and ψ(2) = −1. Then χψ on (Z/12Z)× has values
χψ(1) = 1, χψ(5) = χ(5)ψ(2) = 1, χψ(7) = χ(7)ψ(1) = −1 and χψ(11) = χ(11)ψ(11) =
−1. One sees easily that χψ has conductor 4, and χψ(1) = 1 and χψ(3) = −1. Note that
χψ(3) = −1 6= χ(3)ψ(3) = 0.
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Let χ be a Dirichlet character modulo N . We put

L(χ, s) =
∞∑
n=1

χ(n)

ns
.

Proposition 7.1.8. — 1. The series L(χ, s) absolutely converges in <(s) > 1;
2. We have the Euler product:

L(χ, s) =
∏
p

1

1− χ(p)p−s
, for <(s) > 1.

3. If χ is non-trivial, then L(χ, s) has an analytic continuation into a holomorphic
function in <(s) > 0.

Proof. — Statement 1 follows from the fact that |
∑

n
χ(n)
ns | ≤ ζ(σ) with σ = <(s). State-

ment 2 follows from the fact that χ(mn) = χ(m)χ(n). For statement 3, it follows easily
from Proposition 7.1.4(1) that St :=

∑
n≤t χ(n) = O(1) when t→ +∞. Then we conclude

by Proposition 6.2.2.

7.2. Factorization of Dedekind zeta functions of abelian number fields

We fix an integer N ≥ 3. Consider the N -th cyclomotic field Q(ζN ). We recall that

G = Gal(Q(ζN )/Q)
∼−→ (Z/NZ)×

such that for a ∈ (Z/NZ)×, the corresponding σa ∈ Gal(Q(ζN )/Q) is defined by σa(ζN ) =

ζaN . Therefore, we can identify the set of Dirichlet characters modulo N with Ĝ.
Let K be a subfield of Q(ζN ), denote H = Gal(Q(ζN )/K) and G = Gal(K/Q) = G/H.

By Corollary 7.1.2, there is an exact sequence

0→ Ĝ→ Ĝ → Ĥ → 0.

Thus Ĝ is identified with the set of Dirichlet characters modulo N which are trivial on H.

Example 7.2.1. — Let p be an odd prime, and p∗ = (−1)
p−1
2 p. Then K = Q(

√
p∗) is the

unique quadratic field contained in Q(ζp). The Galois group G = Gal(K/Q) is isomorphic

to Z/2Z, and the non-trivial element of Ĝ is the Dirichlet character with conductor p given
by χ(a) =

(
a
p

)
for a ∈ (Z/pZ)×. Thus, for an odd prime q, χ(q) = 1 if and only if q splits

in K.

Proposition 7.2.2. — Under the above notation, we have

ζK(s) =
∏
χ∈Ĝ

L(χ, s).

Remark 7.2.3. — The assumption that K is contained some cyclotomic field is super-
fluous. Actually, it is a famous theorem of Kronecker-Weber that, every abelian extension
of Q is contained in some cyclotomic field. We refer the reader to [Wa96, Chap. 14] for
a complete proof of this theorem using class field theory. In Section 7.5, we will give an
elementary proof when K is a quadratic field.
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Now we turn to the proof of Proposition 7.2.2.

Proof. — In view of the Euler products for ζK(s) and L(χ, s) (cf. Lemma 6.2.3 and
Proposition 7.1.8), it suffices to prove that, for every rational prime p, one has

(7.2.3.1)
∏
p|p

(1−N(p)−s) =
∏
χ∈Ĝ

(1− χ(p)p−s),

where p runs through the primes of K above p. Recall that K is a subfield of Q(ζN ) with
subgroup H = Gal(Q(ζN )/K) ⊆ Gal(Q(ζN )/Q). We distinguish two cases:

– Consider first the case p - N . Then p is unramified in Q(ζN ) by Proposition 3.5.1,
and hence in K. Denote by σp ∈ G the Frobenius element of p. If we regard G as a
quotient of Gal(Q(ζN )/Q) ∼= (Z/NZ)×, then σp is given by the image of p mod N .
Let Dp = 〈σp〉 ⊆ G denote the decomposition group at p, f = #Dp be the order of
σp so that Dp

∼= Z/fZ, and put g = #G/#Dp. Then p splits into g primes in OK
and each of them has residue degree f . Hence, one has∏

p|p

(1−N(p)−s) = (1− p−fs)g.

On the other hand, recall that D̂p
∼−→ µf , where µf is the group of f -th roots of

unity, and the isomorphism is given by sending a character ψ to its value at σp. By
Corollary 7.1.2, each character of Dp lifts to exactly g characters of G. Hence, when

χ runs through Ĝ, χ(p) will take every f -th root of unity exactly g times. One get
thus ∏

χ∈Ĝ

(1− χ(p)p−s) =
∏
ξ∈µf

(1− ξp−s)g = (1− p−fs)g,

and (7.2.3.1) is proved. Here, the last step used the equality∏
ξ∈µf

(X − ξa) = Xf − af ,

for the variables X and a.
– Assume now p|N . Write N = pkm with gcd(p,m) = 1. Then Q(ζN ) is the composite

of Q(ζpk) and Q(ζm). Since p is totally ramified in Q(ζpk) and unramified in Q(ζm),

Gal(Q(ζN )/Q(ζm)) ∼= Gal(Q(ζpk)/Q) ∼= (Z/pkZ)×

is the inertia subgroup of Gal(Q(ζN )/Q) at p. Let Ip denote the image of
Gal(Q(ζN )/Q(ζm)) in G. Then Ip is the inertia subgroup of G at p, and
K0 = K ∩ Q(ζm) = KIp is the maximal sub-extension of K in which p is un-
ramified. Assume that

pOK0 = p0,1 · · · p0,g,

where each pi has residue degree f over p. Then, for each p0,i, there exists a unique

prime pi such that p0,iOK = pei and N(pi) = N(p0,i) = pf , where e = [K : K0].
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Therefore, ∏
p⊆OK
p|p

(1−N(p)−s) =
∏

p0⊆OK0
p0|p

(1−N(p0)−s).

Put G0 = G/Ip = Gal(K0/Q). Then Ĝ0 is identified with the subgroup of χ ∈ Ĝ
that factorizes through G0, and a character χ ∈ Ĝ if and only if it is induced from

a Dirichlet character of (Z/mZ)×. Hence, for χ ∈ Ĝ, we have χ ∈ Ĝ0 if and only if
χ(p) 6= 0. It follows that∏

χ∈Ĝ

(1− χ(p)p−s) =
∏
χ∈Ĝ0

(1− χ(p)p−s).

Now the equality (7.2.3.1) follows immediately from the previous case with K re-
placed by K0 and Q(ζN ) replaced by Q(ζm).

One deduces easily from Proposition 7.2.2 the following important:

Theorem 7.2.4. — Let K and G be as above, and χ0 ∈ Ĝ be the trivial character. Then∏
χ∈Ĝ
χ 6=χ0

L(χ, 1) =
2r1(2π)r2RKh

w
√
|∆K |

,

where r1 and r2 denote respectively the number of real embeddings and non-real complex
embeddings of K, RK the regulator of K, h the class number, w the number of roots of
unity in K, and ∆K the discriminant of K. In particular, L(χ, 1) 6= 0 if χ 6= χ0.

Proof. — By Proposition 7.2.2, we have

lim
s→1

(s− 1)ζK(s) = lim
s→1

(
(s− 1)ζ(s)

) ∏
χ∈Ĝ
χ 6=χ0

L(χ, 1).

Since both ζK(s) and ζ(s) have a simple zero at s = 1, the Theorem follows immediately
from Theorem 6.2.4.

7.3. Density of primes in arithmetic progressions

We now deduce from Theorem 7.2.4 Dirichlet’s famous theorem on primes in arithmetic
progressions. We have seen in Corollary 6.2.5 that∑

p

1

ps
∼ log

1

s− 1
, when s→ 1.

For a subset T of rational primes, if there exists a real ρ ∈ [0, 1] such that∑
p∈T

1

ps
∼ ρ log

1

s− 1
when s→ 1,
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we say that T has Dirichlet density ρ.

Theorem 7.3.1 (Dirichlet, 1837). — Let N ≥ 1 and a be integers with gcd(a,N) = 1.
Then the subset of primes p with p ≡ a mod N has Dirichlet density 1

ϕ(N) , where ϕ(N)

denotes Euler function. In particular, there are infinitely many primes p with p ≡ a
mod N .

Proof. — For a Dirichlet character χ, the Euler product for L(χ, s) implies that

logL(χ, s) =
∑
p

+∞∑
m=1

χ(pm)

mpms
, for <(s) > 1.

Taking sums, one gets∑
χ

χ(a−1) logL(χ, s) =
∑
χ

∑
p

∑
m≥1

χ(pma−1)

mpms
for <(s) > 1,

where χ runs through all the Dirichlet characters (Z/NZ)× → C×. By the orthogonality
of characters (Proposition 7.1.4), we have∑

χ

χ(pma−1) =

{
ϕ(N) if pm ≡ a mod N,

0 otherwise.

Therefore, one has∑
χ

χ(a−1) logL(χ, s) = ϕ(N)
∑

p≡a mod N

1

ps
+ ϕ(N)

∑
m≥2

( ∑
pm≡a mod N

1

mpms

)
.

Now if χ is trivial, then logL(χ, s)∼ log 1
s−1 when s→ 1; if χ is non-trivial, then the non-

vanishing of L(χ, 1) by Theorem 7.2.4 implies that logL(χ, s) is bounded in a neighborhood
of s = 1. On the other hand, the term of summation on m ≥ 2 is bounded for <(s) > 1/2
as in the proof of Corollary 6.2.5. It follows immediately that∑

p≡a mod N

1

ps
∼ 1

ϕ(N)
log

1

s− 1
, when s→ 1.

Remark 7.3.2. — (1) We can also define the natural density for a subset T of all prime
numbers as follows. Let π(x) denotes the number of primes less than x for any x > 0, and
πT (x) be the number of primes numbers in T less than x. Then the natural density of T
is defined to be the limit

lim
x→+∞

πT (x)

π(x)

whenever it exists. In general, a subset T has a natural density ρ ∈ [0, 1], then its
Dirichlet density must exist and equal to ρ. Conversely, if T has Dirichlet density ρ, then
it is possible that the natural density of T does not exist at all.
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However, for the subset of primes p with p ≡ a mod N for gcd(a,N) = 1, this “pathol-
ogy” does not occur. Actually, the proof of Dirichlet’s Theorem uses essentially the non-
vanishing of L(χ, 1) for any non-trivial Dirichlet character χ. It is true that L(χ, s) does
not vanishes on the whole line <(s) = 1. Using this fact (together with Tauberian The-
orem), one can prove that the natural density of primes p ≡ a mod N exists and equals
to 1

ϕ(N) . We refer the reader to [La94, Chap. XV] for a proof.

(2) It is easy to generalize the notion of Dirichlet density and natural density to subsets
of an arbitrary number field. The generalization of Dirichlet’s Theorem to in this case is
called Chebotarev density theorem:

Theorem 7.3.3 ([La94] Chap. VIII, Theorem 10). — Let L/K be a finite Galois
extension of number fields with Galois group G. Let σ ∈ G and c be the conjugacy class of
σ in G. Then the subset of primes p of K which are unramified in L and for which there
exists P|p such that

σ =

(
L/K

P

)
has a density, and this density equals to ρ = #c

#G .

It is clear that when L/K is Q(ζN )/Q and σ = σa with a ∈ (Z/NZ)×, Chebatarev
density theorem is equivalent to Dirichlet’s theorem.

7.4. Values of L(χ, 1) and class number formula

7.4.1. Gauss sums. — Let χ be a Dirichlet character of conductor f ≥ 3, and χ̄ denote
the complex conjugate of χ, i.e. χ̄(x) = χ(x). Note that χ̄(x) = χ(x−1) for x ∈ (Z/fZ)×.

Put ζf = e
2πi
f , and we write ζ = ζf when there is no ambiguity. We define the Gauss sum

associated to χ to be

τ(χ) =
∑

x∈Z/fZ

χ(x)ζx

and put τ(χ) = τ1(χ). More generally, for any a ∈ Z/NZ, we put

τa(χ) =
∑

x∈Z/fZ

χ(x)ζax.

Lemma 7.4.2. — The following statements hold:

1. τa(τ) = χ̄(a)τ(χ) for any a ∈ (Z/fZ). In particular, τa(χ) = 0 if gcd(a, f) 6= 1.
2. τ(χ)τ(χ̄) = χ(−1)f .
3. |τ(χ)| =

√
f .

Proof. — (1) We consider first the case gcd(a, f) = 1. Then

τa(χ) =
∑

x∈Z/fZ

ζaxχ(x) = χ̄(a)
∑

x∈Z/fZ

ζaxχ(ax) = χ̄(a)τ(χ).
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Assume now that gcd(a, f) = d > 1. Write a = a′d, f = f ′d, and ζf ′ = ζd. Then

τa(χ) =
∑

x∈Z/fZ

ζa
′x
f ′ χ(x) =

f ′−1∑
s=0

d−1∑
t=0

ζ
a′(s+tf ′)
f ′ χ(s+ tf ′)

=
d−1∑
s=0

ζsf ′

( f ′−1∑
t=0

χ(s+ tf ′)

)
We claim that

∑f ′−1
t=0 χ(s + tf ′) = 0. Actually, If gcd(s, f ′) > 1, then every term in the

summation is 0. If gcd(s, f ′) = 1, let H denote the kernel of the natural reduction map
(Z/fZ)× → (Z/f ′Z)×. Then the sum is the same as∑

x∈(Z/fZ)×

x≡s mod f ′

χ(x) = χ(s)
∑
x∈H

χ(x) = 0.

Here, the last equality uses Proposition 7.1.4 and the fact that χ|H is non-trivial (as χ has
conductor f).

For (2), we have

τ(χ)τ(χ̄) =
∑

a∈(Z/fZ)

τ(χ)χ̄(a)ζa =
∑

a∈Z/fZ

τa(χ)ζa

=
∑

x∈Z/fZ

χ(x)

( ∑
a∈Z/fZ

ζa(1+x)

)
= χ(−1)f.

For (3), it suffices to show that |τ(χ̄)| = |τ(χ)|. Indeed,

τ(χ̄) = (
∑

x∈Z/fZ

χ̄(x)ζx) =
∑

x∈Z/fZ

χ(x)ζ−x = χ(−1)τ(χ).

Theorem 7.4.3. — Let χ be a Dirichlet character of conductor f ≥ 3. Then

L(χ, 1) = −τ(χ)

f

f−1∑
a=1

χ̄(a) log |1− ζa| = −τ(χ)

f

f−1∑
a=1

χ̄(a) log(sin
πa

f
)

if χ(−1) = 1, and

L(χ, 1) =
τ(χ)πi

f2

f−1∑
a=1

χ̄(a)a

if χ(−1) = −1.

Proof. — We consider for any a ∈ (Z/fZ)× the Dirichlet series

+∞∑
n=1

ζan

ns
,
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which absolutely converges in <(s) > 1, and using the same method as Proposition 6.2.2,
we see that it has limit

+∞∑
n=1

ζan

n
= − log(1− ζa) when s→ 1+,

where we take the branch of the multiple valued function log(z) on z ∈ C−{0} that takes
real values on z ∈ R>0. Multiplying with χ̄(a) and taking sums, we get

f−1∑
a=1

χ̄(a)

+∞∑
n=1

ζan

ns
=

+∞∑
n=1

1

ns

( ∑
a∈(Z/fZ)×

χ̄(a)ζan
)

= τ(χ̄)
+∞∑
n=1

χ(n)

ns
=

f

χ(−1)τ(χ)
L(χ, s).

Here, the last two equalities uses Lemma 7.4.2. Hence, it follows that

L(χ, 1) = −χ(−1)τ(χ)

f

f−1∑
a=1

χ̄(a) log(1− ζa).

Note that

log(1− ζa) = log |1− ζa|+ πi(
a

f
− 1

2
)

We now distinguish the two cases on the parity of χ.

– χ is odd, i.e. χ(−1) = −1. In this case, since |1− ζa| = |1− ζ−a|, we get

f−1∑
a=1

χ̄(a) log |1− ζa| = 1

2

f−1∑
a=1

(
χ̄(a) log |1− ζa|+ χ̄(a) log |1− ζ−a|

)

=
1

2

f−1∑
a=1

(χ̄(a) + χ̄(−a)) log |1− ζa| = 0.

Thus we get

L(χ, 1) =
τ(χ)

f

f−1∑
a=1

χ̄(a)πi(
a

f
− 1

2
) =

τ(χ)πi

f2

f−1∑
a=1

χ̄(a)a.

– χ is even, i.e. χ(−1) = 1. Then

f−1∑
a=1

χ̄(a)(
a

f
− 1

2
) =

1

2f

f−1∑
a=1

(χ̄(a) + χ̄(−a))a = 0.

It follows immediately that

L(χ, 1) = −τ(χ)

f

f−1∑
a=1

χ̄(a) log |1− ζa| = −τ(χ)

f

f−1∑
a=1

χ̄(a) log(sin
πa

f
).
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7.5. Class number formula for quadratic fields

Let K = Q(
√
dK) be a quadratic field of discriminant dK , and G = Gal(K/Q) denote

the Galois group.

Proposition 7.5.1. — The quadratic field K is a subfield of Q(ζdK ). Moreover, the non-
trivial Dirichlet character χdK of G has conductor |dK | and is determined by the following
rules:

(a) χdK (−1) = dK
|dK | .

(b) χdK (2) = (−1)
d2K−1

8 if dK ≡ 1 mod 4 and χdK (2) = 0 otherwise.

(c) χdK (p) =
(
dK
p

)
if p is an odd prime; in particular, χdK (p) = 0 if p | dK .

Proof. — To show that K ⊆ Q(ζdK ), we proceed by induction on the number of distinct
prime factors of dK . Assume first dK has only one prime factor. If |dK | = p is odd, then

dK = (−1)
p−1
2 p and K is the unique quadratic subfield of Q(ζp) by Lemma 3.5.5. If dK is

even, then the possible values for dK are −4 and ±8. It is clear that K ⊆ Q(ζ8) in all three
cases. Assume now dK has r ≥ 2 distinct primes factors, and that the assertion is true for

K ′ = Q(
√
d′) with d′|dK and d′ 6= dK . Write dK = mp∗, where p∗ = (−1)

p−1
2 p for some

odd prime p. By induction hypothesis, we have Q(
√
m) ⊆ Q(ζm) and Q(

√
p∗) ⊆ Q(ζp).

Therefore, we get

K ⊆ Q(
√
m,
√
p∗) ⊆ Q(ζp, ζm) = Q(ζdK ).

This completes the proof of the first assertion of the Proposition.
Let f denote the conductor of χdK . Then it is the minimal positive integer such

that χdK : (Z/dKZ)× → C× factors through (Z/fZ)×. Since the quotient (Z/fZ)× of
(Z/dKZ)× corresponds to the subfield Q(ζf ) of Q(dK). Thus, Q(ζf ) is the minimal cy-
clotomic field that contains K. Because of ramification, it is clear that f must contain
all the prime factors of dK . Therefore, it remains to exclude the case where dK = 8d′

with d′ odd and f = 4|d′|. We need to show that it is impossible that
√

2d′ ∈ Q(ζ4d′).

Write 2∗ = (−1)
d′−1

2 2 and d′∗ = (−1)
d′−1

2 d′. Then d′∗ ≡ 1 mod 4, and there exist

distinct odd primes pi such that d′∗ =
∏r
i=1 p

∗
i , where p∗i = (−1)

pi−1

2 pi. Note that

Q(
√
p∗i ) ⊆ Q(ζpi) ⊆ Q(ζ4d′). Thus, if

√
2d′ ∈ Q(ζ4d′), then one would have

√
2∗ =

√
2d′

r∏
i

1√
p∗i
∈ Q(ζ4d′),

and hence ζ8 =
√

2
2 +

√
−2
2 ∈ Q(ζ4d′) and Q(ζ8d′) = Q(ζ4d′). This is clearly absurd.

It remains to prove that χdK satisfies the rules (a), (b), (c), which clearly determine
χK . We regard G as a quotient of (Z/dKZ)×. The complex conjugate of K is the image
of −1. Then rule (a) follows immediately, since χdK sends always the non-trivial element
of G to −1. Similarly, if p is a prime not dividing dK , then p is unramified in K and the
Frobenius element σp of K/Q is given by the image of p mod dK . Thus, χdK (p) = −1 if
and only if p is inert in K. If p | dK , then χdK (p) = 0 by definition. Now rules (b) and
(c) follow immediately from Theorem 3.2.5.
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Example 7.5.2. — If |dK | = p is an odd prime, then χdK (x) =
(
x
p

)
is the Legendre

symbol by quadratic reciprocity law.

We have seen that Gauss sums enter into the computation of L(χ, 1) for a Dirichlet
character χ. In general, it is hard to give an explicit value for τ(χ). However, in the our
case, we have the following

Theorem 7.5.3. — Let χdK denote the non-trivial Dirichlet character associated to a
quadratic field K. Then

τ(χdK ) =

{√
|dK | if χ(−1) = 1,

i
√
|dK | if χ(−1) = −1,

where
√
|dK | is the positive square root of |dK |.

We will postpone the proof of this Theorem to the end of this section. We now state
the main result of this section.

Theorem 7.5.4 (Dirichlet’s class number formula). — The class number of a
quadratic field K of discriminant dK is given by

h = − 1

|dK |

|dK |−1∑
a=1

χdK (a)a

if dK < −4, and

h = − 1

log(ε)

[
dK
2

]∑
a=1

χdK (a) log(sin
πa

dK
),

if dK > 0, where ε > 1 is the fundamental unit of K.

Proof. — By Theorem 7.2.4, we have

h =

√
|dK |
π

L(χdK , 1) if dK < −4,

and

h =

√
|dK |

2 log(ε)
L(χdK , 1)

if dK > 0. By Proposition 7.5.1, χ has conductor |dK |. It follows from Theorems 7.4.3
and 7.5.3 that

h = −τ(χdK )i

|dK |3/2

|dK |∑
a=1

χdK (a)a = − 1

|dK |

|dK |−1∑
a=1

χdK (a)a

if dK < −4, and

h = − τ(χdK )

2|dK |1/2 log(ε)

dK−1∑
a=1

χdK (a) log(sin
πa

dK
) = − 1

log(ε)

[
dK
2

]∑
a=1

χdK (a) log(sin
πa

dK
)
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if dK > 0. Here, the last step uses the symmetry χdK (a) = χ(dK − a) and sin π(dK−a)
dK

=

sin πa
dK

.

Corollary 7.5.5. — Under the notation of the Theorem, and assume that |dK | = p is
an odd prime. Let R (resp. N) denote the subset of quadratic residues (resp. quadratic
non-residues) modulo p of {1, 2, · · · , p− 1}.

1. If dK = −p, then

h =
1

p
(
∑
b∈N

b−
∑
a∈R

a) =
p− 1

2
− 2

p

∑
a∈R

a.

In particular, h is always odd.
2. If dK = p, then

εh =

∏
b sin πb

p∏
a sin πa

p

,

where a (resp. b) runs through the elements of R ∩ [1, p−1
2 ] (resp. of N ∩ [1, p−1

2 ]).

Proof. — Indeed, if |dK | = p is an odd prime, then χdK (x) =
(
x
p

)
. Thus χdK (x) = −1

(resp. χdK (x) = 1) if and only if x is a quadratic non-residue (resp. quadratic residue)
modulo p. The Corollary follows immediately from the Theorem.

Remark 7.5.6. — In the case dK = −p, we have in particular that
∑

b∈N b >
∑

a∈N a.
Despite of its elementary appearance, an elementary proof of this fact has not been found
yet.

Corollary 7.5.7. — Assume that dK < 0 and 2|dK . Then the class number of K is

h = − 2

|dK |
∑

0<a<|dK |/2

χdK (a)a+
∑

0<a<|dK |/2

χdK (a).

Proof. — Indeed, one has

h = − 1

|dK |
∑

0<a<|dK |/2

(χdK (a)a+ (|dK | − a)χdK (|dK | − a)a)

= − 1

|dK |
∑

0<a<|dK |/2

(
χdK (a)a− (|dK | − a)χdK (a)

)
,

where the last equality used the fact that χdK (|dK | − a) = −χdK (a). Now the corollary
follows immediately.

Example 7.5.8. — Let K = Q(
√
−56). For an odd prime p, one has

χ−56(p) =

(
−56

p

)
=

(
−1

p

)(
2

p

)(
7

p

)
=

(
2

p

)(
p

7

)
.
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Now it is easy to see that for 0 < p < 28, one has

χ−56(p) =

{
1 if p = 3, 5, 13, 19, 23

−1 if p = 11, 17.

Therefore, it follow that∑
0<a<28

χ−56(a) = 8,
∑

0<a<28

χ−56(a)a = 112.

Hence, one gets h = 4, which coincides with the computation in Chapter 5.

We now turn to the proof of Theorem 7.5.3 by starting with the following

Proposition 7.5.9. — If d1 and d2 are discriminants of some quadratic fields with
gcd(d1, d2) = 1, then

χd1(|d2|) = εd1,d2χd2(|d1|),

where εd1,d2 = −1 if both d1 and d2 are negative, and εd1,d2 = 1 otherwise.

Proof. — Indeed, if d1 = d3d4 where d3 and d4 are coprime discriminants of some quadratic
fields, then it is easy to see that χd3d4 = χd3χd4 . One checks also easily that the right
hand side is multiplicative in d1. The same thing holds for d2 by symmetry. By induction,
we may assume that both d1 and d2 are powers of primes. The possible values for d1 and
d2 are −4,±8, p and −q, where p is some prime with p ≡ 1 mod 4 and q is a prime with
q ≡ 3 mod 4. By a direct check, we see easily that the statement is equivalent to the
quadratic reciprocity law. For instance, if both d1 = −q1 and d2 = −q2 where q1 and q2

are primes congruent to 3 modulo 4. Then it follows that

χd1(|d2|) = χ−q1(q2) =

(
−q1

q2

)
=

(
q2

q1

)
= −χd2(q1) = −χd2(d1),

where the third equality uses quadratic reciprocity law.

Proof of Theorem 7.5.3. — First, we reduce the problem to the case when dK has only
one distinct prime factor. Indeed, if dK has more than one distinct prime factors, one can
write dK = d1d2 with gcd(d1, d2) = 1, where d1, d2 are discriminants of some quadratic
fields. Then by Proposition 7.5.1, it is easy to see that χdK = χd1χd2 . Since {x|d1|+y|d2| :
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1 ≤ x ≤ |d2|, 1 ≤ y ≤ |d1|} form a set of representatives of Z/dKZ, we have

τ(χdK ) =

|d2|∑
x=1

|d1|∑
y=1

χdK (x|d1|+ y|d2|)ζx|d1|+y|d2||dK | , with ζ|dK | = e
2πi
|dK |

= χd1(|d2|)χd2(|d1|)
|d2|∑
x=1

|d1|∑
y=1

χd2(x)χd1(y)ζx|d2|ζ
y
|d1|

= χd1(|d2|)χd2(|d1|)τ(χd1)τ(χd2).

= εd1,d2τ(χd1)τ(χd2),

where we have used Proposition 7.5.9 in the last step. Clearly, if Theorem 7.5.3 holds for
τ(χd1) and τ(χd2), then it holds for τ(χd1d2).

Thus we may assume that dK has only one prime factor. When dK is even, then
dK = −4,±8 and the formula for τ(χdK ) can be checked easily by hand. We assume
hence that dK is odd, and let p = |dK |. Then dK = p if K is real, and dK = −p if K is
imaginary. Let R (resp. N) denote the set of integers a with 1 ≤ a ≤ p − 1 which are
quadratic residues (resp. non-residues) modulo p. Then

τ(χdK ) =

p−1∑
a=1

χdK (a)ζa =
∑
a∈R

ζa −
∑
b∈N

ζb

where ζ = e
2πi
p . Since

∑
a∈R ζ

a +
∑

b∈N ζ
b = −1, one obtains

τ(χdK ) = 1 + 2
∑
a∈R

ζa =

p−1∑
x=0

e
2πix2

p .

Then the Theorem follows immediately from Proposition 7.5.10 below.

Proposition 7.5.10. — Let N ≥ 1 be an integer, and
√
N denote its positive square

root. Then we have

SN :=

N−1∑
x=0

e2πix2/N =


(1 + i)

√
N if N ≡ 0 mod 4,√

N if N ≡ 1 mod 4,

0 if N ≡ 2 mod 4,

i
√
N if N ≡ 3 mod 4.

Proof. — Let f(x) denote the periodic function with period 1 and

f(x) =
N−1∑
n=0

e2πi(x+n)2/N , for x ∈ [0, 1).

It is continuously differentiable except at x ∈ Z and continuous everywhere. Hence, its
Fourier series converges to f(x) pointwise. We obtain therefore

f(x) =

+∞∑
m=−∞

ame
−2πix,
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with

am =

∫ 1

0
f(t)e2πimt =

N−1∑
n=0

∫ 1

0
e2πi(mt+(t+n)2/N)dt =

∫ N

0
e2πi(mt+t2/N)dt.

Taking x = 0, we get

SN = f(0) =
+∞∑

m=−∞

∫ N

0
e2πi(mt+t2/N)dx

= N

+∞∑
m=−∞

∫ 1

0
e2πiN(t2+mt)dt (set x = Nt)

= N
+∞∑

m=−∞
e−

πi
2
Nm2

∫ 1+m
2

m
2

e2πiNy2dy (set y = t+
m

2
).

Note that e
πi
2
Nm2

equals to 1 if m is even, and to i−N if m is odd. Thus, we divide the sum
over m into two parts according to the parity of m, and we put m = 2k and m = 2k − 1
in the two cases respectively. Then we get

SN = N

+∞∑
k=−∞

∫ k+1

k
e2πiNy2dy +Ni−N

∫ k+1/2

k−1/2
e2πiNy2dy

= N(1 + i−N )

∫ +∞

−∞
e2πiNy2dy

=
√
N(1 + i−N )

∫ +∞

−∞
e2πiz2dz (set z =

√
Ny).

Now the value of C :=
∫ +∞
−∞ e2πiz2dz is a independent of N . Letting N = 1, one finds

easily that C = 1
1+i−1 . Therefore, one finds

SN =
√
N

1 + i−N

1 + i−1
,

from which Proposition 7.5.10 follows immediately.





CHAPTER 8

NONARCHMEDEAN VALUATION FIELDS

8.1. The introduction of p-adic fields

The idea of introducing p-adic numbers comes from solving polynomial equations mod-
ulo arbitrary powers of a prime number p. There are two approaches to define p-adic
numbers:

1. We define first Zp as an inverse limit of Z/pnZ, and consider Qp as the fraction field
of Zp.

2. We equip first Q with a p-adic absolute value, define Qp as the completion of Q under
this absolute value, and Zp as the valuation ring of Qp with p-adic absolute values
≤ 1.

8.1.1. p-adic numbers as inverse limit. — Let p be a prime. We put

Zp = lim←−
n

(Z/pnZ) = {(xn)n ∈
∏
n≥1

Z/pnZ : xn+1 mod pn = xn, }

that is Zp is the subset of
∏
n≥1(Z/pnZ) such that its n-th component is the reduction

modulo pn of its n + 1-th component. We equip Zp the componentwise ring structure
induced from

∏
n≥1 Z/pnZ.

Proposition 8.1.2. — The ring Zp is an integral domain, and it is a local ring with
unique maximal ideal pZp.

Proof. — We prove first that Zp is integral. Let x = (xn)n, y = (yn)n ∈ Zp be non-zero
elements. Let m0, n0 be the minimal integers such that xm0+1, yn0+1 6= 0. Then for any
m ≥ m0 +1 and n ≥ n0 +1, one has xm = pm0um and yn = pn0vn with um, vn not divisible
by p. Then

(xy)m0+n0+2 = pm0+n0um0+n0+2vm0+n0+2

is nonzero in Z/pm0+n0Z. This proves that Zp is integral. It is clear that pZp is a maximal
ideal of Zp. To show that it is the unique maximal ideal, we have to show that every
element of Zp\pZp is invertible in Zp. Actually, if x ∈ Zp\pZp, then there exists a unique
yn ∈ Z/pn such that xnyn = 1. So y = (yn)n≥1 well defines an element of Zp by the
uniqueness, and xy = 1 in Zp.
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We equip Zp with the topology such that, for every a ∈ Zp, (a + pnZp)n≥1 form a
fundamental system of open neighborhood of a. It is clear that the topology is invariant
under translation, and Zp becomes a topological ring, i.e. the addition and multiplication
on Zp are both continuous under this topology.

Proposition 8.1.3. — The topological ring Zp is complete in the sense that every Cauch
sequence (an)n≥1 ∈ Zp has a limit in Zp. Moreover, Z is dense in Zp.

Proof. — For any integer m ≥ 1, there exists N(m) such that for any n1, n2 ≥ N(m) one
has an1 − an2 ∈ pmZp. Therefore, the image of an in Z/pmZ is independent of n ≥ N ,
and we denote it by bm. Then (bm)m≥1 well defines an element of Zp, and an → b when
n→∞. The subring Z ⊆ Zp is clearly dense in Zp, since the natural map Z→ Z/pnZ is
surjective.

We define Qp as the fraction field of Zp. The topology on Zp extends naturally to a
topology on Qp so that Qp is a complete topological field. Then every element of Qp writes
uniquely of the form x = pnu with n ∈ Z and u ∈ Z×p . Since Z ⊆ Zp is dense, Q is also
dense in Qp.

8.1.4. p-adic numbers as completions. — We now explain an alternative way to
define the p-adic field Qp. We define a p-adic norm | · |p : Q→ R≥0 by the following rules:

1. |0|p = 0;
2. for x = pn ab ∈ Q with p - a, b, we put |x|p = p−n.

Then one verify easily that | · |p satisfies the ultra-metric inequality

|x+ y|p ≤ max{|x|p, |y|p}, for x, y ∈ Q.

Hence, | · |p defines a metric on Q. We can define alternatively Qp as the completion of Q
under the norm | · |p.

The existence of the completion follows from the general theorems in analysis. Then Zp
can be defined as the subring of Qp consisting of x ∈ Qp with |x|p ≤ 1. The equivalence
of these two definitions follows from Proposition 8.1.3.

A series
∑+∞

n=1 an with an ∈ Qp converges in Qp, if and only if |an|p → 0 as n → +∞.
Every element x ∈ Qp writes uniquely of the form

x =
∑

n>>−∞
anp

n, with an ∈ {0, 1, · · · , p− 1}.

If x ∈ Q, we call such an expression the p-adic expansion of x. In particular, we have an
equality in Qp :

1

1− p
=

+∞∑
n=0

pn.
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Example 8.1.5. — In Q5, we have the expansions:

1

2
= 3 + 2× 5 + 2× 52 + · · ·+ 2× 5n + · · · ,

1

3
= 2 + 3× 5 + 52 + · · ·+ 3× 52n−1 + 52n + · · ·

8.2. Absolute values and completion

Definition 8.2.1. — A valuation field (K, | · |) is a field K together with an absolute
value (or a multiplicative valuation) | · | : K → R≥0 such that

(1) |x| = 0 if and only if x = 0;
(2) |xy| = |x||y| for any x, y ∈ K;
(3) |x+ y| ≤ |x|+ |y| for any x, y ∈ K.

If condition (3) is replaced by the ultra metric inequality

|x+ y| ≤ max{|x|, |y|},

we say that | · | is non-archimedean; otherwise, we say | · | is archimedean. We say two
norms | · |1 and | · |2 are equivalent if there exists r > 0 such that | · |2 = | · |r1.

Note that condition 2 implies that |ζ| = 1 for any root of unity ζ contained in K.
A norm | · | on K makes K a metric space, and hence defines a topology on K: the

subsets

U(a, ε) = {x ∈ K : |x− a| < ε} for a ∈ K and ε > 0

form a topological basis. It is clear that equivalent valuations define the same topology
on K.

Proposition 8.2.2. — Let (K, | · |) be a valued field. Then there exists a unique field

(K̂, | · |
K̂

) such that

(1) K is a subfield of K̂, and the restriction of | · |
K̂

to K is | · |;
(2) K is dense in K̂ for topology defined by | · |

K̂
;

(3) K̂ is complete under | · |
K̂

;
(4) if f : (K, | · |) ↪→ (L, | · |L) is an embedding of normed fields with L complete, then f

extends uniquely to an embedding f̂ : (K̂, | · |
K̂

) ↪→ (L, | · |L) of normed fields.

Proof. — This is a standard abstract nonsense in analysis. We recall briefly the arguments.
Recall that a sequence (an)n≥1 in K is called a Cauchy sequence, if for any ε > 0, there
exists an integer N ≥ 1 such that |an−am| < ε for any n,m ≥ N . Two Cauchy sequences
(an)n≥1 and (bn)n≥1 are called equivalent if for any ε > 0, there exists an integer N ≥ 1

such that |an − bn| < ε for any n ≥ N . As a set, K̂ is the equivalence class of Cauchy

sequences in K, and K embeds naturally into K̂ via a 7→ (a, a, · · · , a, · · · ). For a Cauchy
sequence x = (xn)n≥1 in K, one put

|x|
K̂

= lim
n
|xn|.
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It is easy to check that if x = (xn)n≥1 and y = (yn)n≥1 are equivalent Cauchy sequences,
then |x|

K̂
= |y|

K̂
. This implies that | · |

K̂
is well defined, and | · |

K̂
restricts to | · | on K.

It is clear that K is dense in K̂, since every Cauchy sequence (an)n≥1 in K is approx-
imated by the constant Cauchy sequences (an, · · · , an, · · · , an, · · · ) when n → +∞. It is

also clear that the addition and multiplication on K extend naturally to K̂. We verify

now that K̂ is a field. Let a = (an)n≥1 be a non-zero Cauchy sequence. Then there exists
an integer N ≥ 1 and a constant C > 0 such that an 6= 0 and |an| ≥ C for all n ≥ N .
Define a sequence b = (bn)n≥1 with bn = 1 for 1 ≤ n ≤ N − 1 and bn = a−1

n for n ≥ N .
Then, for any n,m ≥ N , one has

|bn − bm| = |an|−1|am|−1|an − am| ≤ C−2|an − am|.

Thus it follows that (bn)n≥1 is a Cauchy sequence. It is clear that ab = 1 in K̂. This

proves that K̂ is a field.

Now we prove that K̂ is complete. Suppose given a Cauchy sequence (an)n≥1 in K̂.
Let (an,m)m≥1 with an,m ∈ K be a Cauchy sequence in K that represents an. Then, one
checks easily that the diagonal Cauchy sequence (an,n)n≥1 is the limit of (an)n≥1 under

| · | on K̂. This shows that K̂ is complete.
Let f : (K, | · |) ↪→ (L, | · |L) be as in (4). For a Cauchy sequence a = (an)n≥1 in K, we

define f̂(a) = limn→+∞ f(an). It is clear that equivalent Cauchy sequences have the same

image under f̂ . Hence, this defines the unique extension of f to (K̂, | · |
K̂

).

We call K̂ as above the completion of K, and we still denote | · |
K̂

by | · | for simplicity.
Now we introduce another way to define a non-archimedean norm on K.

Definition 8.2.3. — An additive valuation (or simply a valuation) on K is a map v :
K → R ∪ {+∞} such that

(1) v(x) = +∞ if and only if x = 0;
(2) v(xy) = v(x) + v(y);
(3) v(x+ y) ≥ min{v(x), v(y)}.
If v(K×) is a discrete subgroup of R, we say that v is a discrete valuation; if v(K×) = Z,

then we say that v is a normalized discrete valuation.
Two additive valuations v1 and v2 are called equivalent if there exists r > 0 such that

v1(x) = rv2(x) for any x ∈ K.

Given an additive valuation v on K and any real number q > 1, we define a non-
archimedean norm on K by |x| = q−v(x). Equivalent additive valuations or different
choices of q will give rise to equivalent norms. Conversely, if | · | is a non-archimedean
absolute value on K and q > 1 be a fixed real number, then v(x) := − logq(|x|) is an
additive valuation on K. Thus there is a natural one-to-one correspondence between the
equivalence classes of additive valuations and those of non-archimedean norms.
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Example 8.2.4. — (1) Let K be any field. We put |x| = 1 if x 6= 0. Such a norm | · | is
called the trivial absolute value on K. The topology defined by K is the discrete topology
on K, i.e. every element of K is both open and closed in K.

(2) Let K be a number field, and σ be a complex embedding of K. Then |x|σ := |σ(x)|C
defines a archimedean valuation on K. Later on, we will see that every archimedean
absolute value of K arises in this way. The completion of K under the norm | · |σ is
R if σ is a real embedding, and is C if σ is non-real. Moreover, K admits also non-
archimedean valuations. For every prime ideal p of OK , let vp(x) ∈ Z denote the exponent
of p appearing in the fractional ideal (x). Then x 7→ vp(x) defines an additive valuation

on K. The corresponding non-archimedean absolute value |x|p = N(p)−vp(x) is called the
normalized p-adic norm on K.

(3) Let k be a field, and k(x) be the rational function field over k. Let p(x) ∈ k[x] be
an irreducible polynomial. For any f(x) ∈ k(x), one can write uniquely

f(x) = p(x)e
a(x)

b(x)
, with a(x), b(x) ∈ k[x] and p(x) - a(x)b(x).

Then vp(x)(f) = e defines an additive valuation on k(x).

Proposition 8.2.5. — Let K be a field, and | · | be a norm on K. Then | · | is non-
archimedean if and only if | · | is bounded above on the image of Z in K. In particular, if
K has characteristic p > 0, then every norm on K is non-archimedean.

Proof. — If | · | is non-archimedean, then

|n| = |1 + · · ·+ 1| ≤ max{|1|} = 1

Therefore, | · | is bounded on the image of Z in K. Conversely, suppose that | · | is bounded
on the image of Z by a constant C. Then for any x, y ∈ K and integer n ≥ 1, we have

|(x+ y)n| = |
n∑
i=0

(
n

i

)
xn−iyi| ≤ max

i
{|
(
n

i

)
||x|n−i|y|i} ≤ C max{|x|, |y|}n.

Hence, |x+ y| ≤ C1/n max{|x|, |y|}. Letting n→ +∞, one obtains |x+ y| ≤ max{|x|, |y|}.

In the sequel, we will mainly focus on the non-archimedean norms.

Lemma 8.2.6. — Let | · | be a non-archimedean norm on a field K. Then one has

|x+ y| = max{|x|, |y|} for |x| 6= |y|.

Proof. — We may assume that |x| > |y|. Then by the ultra-metric equality, we have

|y| < |x| = |x+ y − y| ≤ max{|x+ y|, | − y|} = max{|x+ y|, |y|}.

It follows immediately that |x| = |x+ y|.
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Definition 8.2.7. — Let K be a field equipped with a non-archimedean absolute value
| · |. We define the valuation ring of (K, | · |) as the subring OK consisting of x ∈ K with

|x| ≤ 1. Equivalently, if v : K → R∪ {+∞} is an additive valuation such that | · | = q−v(·)

for some q > 1, then OK = {x ∈ OK : v(x) ≥ 0}. Moreover, if the valuation v is discrete,
then we call OK a discrete valuation ring.

Remark 8.2.8. — One may think of the valuation ring OK as the closed unit ball D(0, 1)
in the topological field K. Let B = {x ∈ K : |x| = 1} denote the boundary, and
D(0, 1−) = {x ∈ K : |x| < 1} denote the open unit ball. Then Lemma 8.2.6 implies that
the distance between each point of B and a point in D(0, 1−) is always 1, and that the
open unit ball D(a, 1−) with center at a point a ∈ B is contained in D(0, 1−).

Example 8.2.9. — (1) The valuation ring of (Q, | · |p) is Z(p), while that of (Qp, | · |p) is
Zp. Both Z(p) and Zp are discrete valuation rings, and Zp is the completion of Z(p) under
the p-adic topology (i.e. the topology defined by | · |p.)

(2) Consider the field C(x) equipped with the additive valuation v0 defined by the
irreducible polynomial p(x) = x as in Example 8.2.4(3). Then the valuation ring of v0 is
C[x](x), and the its completion under this valuation is C[[x]].

(3) Let K = C{{z}} denote the subset of f(z) =
∑

n>>−∞ anz
n ∈ C((z)) such that

f(z) defines a meromorphic function in a neighborhood of z = 0. Then f(z) 7→ ordz(f)
defines an additive valuation on C{{z}}. The valuation ring OK is the subring of C{{z}}
consisting of holomorphic functions in a neighborhood at z = 0. The completion of OK
under this valuation is C[[x]].

Proposition 8.2.10. — Let (K, | · |) be non-archimedean valuation field, and OK be its
valuation field. Then

(1) OK is an integrally closed local ring with maximal ideal mK = {x ∈ K : |x| < 1}.
(2) If K̂ denotes the completion of K under | · |, then the valuation ring O

K̂
is the

completion of OK under | · |. Moreover, if π ∈ m is a non-zero element, then one has
a canonical isomorphism

O
K̂

:= lim←−
n

OK/πn = {(xn)n ∈
∏
n≥1

OK/πn : (xn+1 mod πn) = xn}.

(3) If | · | is a discrete valuation, then mK is principal and all the non-zero ideals of OK
are of the form mn

K with some n ∈ Z≥0; in particular, the only prime ideals of OK
are 0 and mK , and mn

K/m
n+1
K is a one-dimensional vector space over k := OK/mK .

Proof. — (1) Let x ∈ K be a nonzero integral element over OK . Assume that

xn + a1x
n−1 + · · ·+ an = 0

with ai ∈ OK . Assume that |x| > 1. Then |aixn−i| = |ai||x|n−i < |x|n for any i ≥ 1.
Therefore, we have 0 = |xn + a1x

n−1 + · · · + an| = |x|n > 1 by Lemma 8.2.6, which is
absurd. This shows that |x| ≤ 1, i.e. x ∈ OK . To prove that m is the unique maximal
ideal of OK , it suffices to note that for any u ∈ OK −m, one has |u−1| = |u|−1 = 1, hence
u−1 ∈ OK .
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(2) Since K is dense in K̂, the closure of OK in K̂ is the exactly the subset {x ∈
K̂ : |x| ≤ 1}, that is O

K̂
. Denote temporarily R = lim←−n(OK/πn). We define first a

map φ : R → O
K̂

as follows: for x = (xn)n≥1 ∈ R, let x̃n ∈ OK be an arbitrary lift of
xn ∈ OK/πn for any n ≥ 1. Then, one has

|x̃n − x̃m| ≤ |π|m for all n ≥ m.

As |π| < 1, we see that (x̃n)n≥1 is Cauchy sequence in OK . We define φ(x) ∈ O
K̂

to be the
equivalence class of (x̃n)n≥1. Conversely, one have a map ψ : O

K̂
→ R given as follows.

Let a = (an)n≥1 be a Cauchy sequences whose equivalence class is in O
K̂

. Up to replacing
(an)n≥1 by a subsequence, we may assume that an ∈ OK and an+1 ≡ an mod πn for all
n ≥ 1. Let ān denote the image of an in OK/πn. We put ψ(a) =

∏
n≥1(ān) ∈ R, which

depends only on the equivalence class of the Cauchy sequence (an)n≥1. Therefore, one
gets a morphism ψ : O

K̂
→ R. It is easy to check that φ and ψ are inverse of each other.

This proves that O
K̂

∼−→ lim←−n(OK/πn).

(3) Assume that |·| is discrete, and let v : K → Z∪{+∞} denote the normalized additive
valuation attached to | · |. The maximal ideal of OK is given by mK = {x ∈ K : v(x) ≥ 1}.
If π ∈ K is an element v(π) = 1, then one has v(xπ−1) ≥ 0 for every x ∈ mK , i.e.
xπ−1 ∈ OK . This implies that mK = (π). Let I ⊆ OK be a non-zero ideal, and n ≥ 0
be the minimal integer such that there exists x ∈ I with v(x) = n. Then one sees that
πnx−1 ∈ OK , hence πn = (πnx−1)x ∈ I. Moreover, for any y ∈ I, we have v(yπ−n) ≥ 0
by the minimality of n, and thus y ∈ πnOK . It follows immediately I = (πn) = mn

K .

Remark 8.2.11. — One can give a simple “algebraic” characterization of discrete valu-
ation ring: for an integral domain R to be a discrete valuation ring, it is necessary and
sufficient that R is noetherian, integrally closed and has only one non-zero prime ideal.
For a proof of this statement, see [Se68, Chap. I, §2 Proposition 3].

Definition 8.2.12. — Let (K, | · |) be a non-archimedean valuation field, and OK be its
valuation ring and mK ⊆ OK the maximal ideal.

– We call k := OK/mK the residue field of K (or of OK).
– If the valuation | · | is discrete with normalized additive valuation v : K → R∪{+∞},

a uniformizer of K (or of OK) is an element π ∈ OK such that v(π) = 1.

By Proposition 8.2.10, the residue field of K is stable under completion. It is clear that
mK = (π) for any uniformizer π of K, and an element x ∈ OK is invertible in OK if and
only if π - x. Every element of K writes uniquely as x = πnu with n = v(x) ∈ Z and
u ∈ O×K .

The following Proposition is a very useful criterion for the equivalence of two non-
archimedean absolute values on a field K.

Proposition 8.2.13. — Two nontrivial non-archimedean absolute values | · |1 and | · |2
on a field K are equivalent if and only if their valuation rings are the same.
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Proof. — Assume first that | · |1 and | · |2 are equivalent. They it is clear that |x|1 ≤ 1 if
and only if |x|2 ≤ 1. Therefore, the valuation rings of K for | · |1 and | · |2 are the same.
Assume now that OK is the common valuation ring of K for both | · |1 and | · |2. Let b ∈ K
such that |b|1 > 1. Then b /∈ OK , so that |b|2 > 1 and there exists a constant c > 0 such
that |b|c2 = |b|1. Up to replacing | · |2 by | · |c2, we may assume that |b|2 = |b|1. We have to
prove that |x|1 = |x|2 for all x ∈ K. For any x ∈ K, there exists a real number ρ > 0 such
that |x|1 = |b|ρ1. For any rational number ρ ≤ r/s, we have

|x|1 ≤ |b|r/s1 ⇔ |xsb−r|1 ≤ 1⇔ xsb−r ∈ OK .

It follows that |xsb−r|2 ≤ 1, i.e. |x|2 ≤ |b|r/s2 . Similarly, for any rational m/n ≤ ρ, we also

have |x|2 ≥ |b|m/n2 . Letting m/n and r/s tending to ρ, we get

|x|2 = |b|ρ2 = |x|1.

8.3. Structure of complete discrete valuation fields

Let K a discrete valuation field with normalized additive valuation v. We assume
moreover that K is complete with respect to the topology defined by the valuation. We
will study in this section the structure of abelian groups K and K×.

We fix a uniformizer π ∈ OK , and a set of representatives S ⊆ OK of the residue field
k with 0 ∈ S.

Proposition 8.3.1. — Every element of K writes uniquely as a Laurent series

x =
∑

n�−∞
anπ

n, with an ∈ S.

Proof. — Since every element of K writes uniquely as x = πnu with u ∈ O×K . It suffices
to prove the Proposition for x ∈ OK . Let x̄ be the image of x in k, and a0 ∈ S be the
unique lift of x̄. Then one has y1 = x− a0 ∈ mK = (π). Thus one may write x = a0 +πx1

with x1 ∈ OK . Repeating this process, one gets, for any integer N ≥ 1,

x =

N−1∑
n=0

anπ
n + πNxN

with an ∈ S, xN ∈ OK . Letting N → +∞, one proves the Proposition by Proposi-
tion 8.2.10.

For example, if k ∼= Fp for a prime p and K has characteristic 0, one can take
S = {0, 1, · · · , p− 1}.
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8.3.2. Case of finite residue field. — Assume now that k is a finite field with car-
dinality q = pa for some prime p > 0. Then one has a canonical choice for S. We start
with

Lemma 8.3.3. — For any integer n ≥ 1 and x ∈ OK , one has

(1 + πnx)p ∈ 1 + πγ(n)OK , with γ(n) = min{n+ v(p), pn}.

Here, if K has characteristic p, we put v(p) = +∞.

Proof. — Note that the image of p (hence q) in OK lies in mK . Then

(1 + πnx)p = 1 + pxπn + · · ·+ p(xπn)p−1 + (xπn)p.

Since the minimal valuation of
(
p
i

)
(xπn)i for 1 ≤ i ≤ p is γ(n), the Lemma follows

immediately.

Corollary 8.3.4. — For any n ≥ 1 and x ∈ OK , one has

(1 + πx)q
n ∈ 1 + πn+1OK .

Proof. — This follows immediately by applying repeatedly the Lemma above.

Proposition 8.3.5. — For any a ∈ k, there exists a lift [a] ∈ OK such that a is the
natural reduction of [a] and [a]q = [a]. In particular, if K has characteristic p, then
a 7→ [a] gives rise to an embedding of k into K.

Such a lift [a] ∈ OK is called the Teichmüller lift of a ∈ k.

Proof. — The case a = 0 being trivial, assume that a 6= 0. We choose an arbitrary lift
ã ∈ OK , and consider the sequence (ãq

n
)n≥1. Then, for any integers m ≥ n ≥ 1, one has

ãq
m − ãqn = ãq

n
(ãq

n(qm−n−1) − 1).

Since aq
m−n−1 = in k, one has ãq

m−n−1 ∈ 1 + πOK . By Corollary 8.3.4, one deduces that

ãq
n(qm−n−1) − 1 ∈ πn+1OK .

It follows immediately that

|ãqm − ãqn | ≤ |ãqn ||πn+1| = |π|n+1,

which tends to 0 when n → +∞. Thus, (ãq
n
)n≥1 is a Cauchy sequence in OK ; as K is

complete, its limit, denoted by [a], exists in OK . It is clear that [a]q = [a] by construction,
and that the image of [a] in k is a. When a runs over k, the [a]’s gives all the q-solutions
to xq = x in K. Therefore, [a] is the unique lift of a satisfying [a]q = [a].

Remark 8.3.6. — When a 6= 0, its Teichmüller lift [a] is a (q − 1)-th root of unity in
OK . If K has characteristic 0, then note that the map [·] : k → OK is multiplicative, but
not additive.
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Corollary 8.3.7. — Every element of x ∈ K writes uniquely as

x =
∑

n�−∞
[an]πn, with an ∈ k.

In particular, if K has characteristic p, we have K ∼= k((x)).

Proof. — This follows immediately from Proposition 8.3.1 and 8.3.5.

8.3.8. Multiplicative structure. — We assume no longer that k is a finite field. We
consider the structure of K×. Denote by UK = O×K . We have an exact sequence

0→ UK → K×
v−→ Z→ 0,

where the surjection is given by x 7→ v(x). The choice of a uniformizer π gives a (non-
canonical) section of v : K× → Z. For any integer n ≥ 1, we put

UnK = {x ∈ UK | x ≡ 1 mod πn}.

One gets thus a decreasing filtration

U0
K := UK ) U1

K ) · · · ) UnK ) Un+1
K ) · · · .

The following properties for the filtration is easy to check:

– This filtration is separated in the sense that
⋂
n≥0 U

n
K = 0.

– By the completeness of K, one has UK = lim←−n UK/U
n
K .

– One has isomorphisms of abelian groups U0
K/U

1
K
∼= k× and UnK/U

n+1
K
∼= k.

8.4. Hensel’s Lemma

Let (K, | · |) be a complete non-archimedean valuation field, OK be its valuation ring
with the maximal ideal mK ⊆ OK , and k = OK/mK . Consider a polynomial

f(x) = anx
n + an−1x

n−1 + · · ·+ a0 ∈ K[x].

Define the Gauss norm of f as

(8.4.0.1) ‖f‖ = max
0≤i≤n

{|ai|}.

We say that f(x) is primitive if ‖f‖ = 1, or equivalent f(x) ∈ OK [x] and f̄(x) 6= 0, where
f̄(x) ∈ k[x] denotes the reduction of f(x) modulo mK .

Proposition 8.4.1 (Hensel’s Lemma). — Assume that f(x) is primitive, and one has

f̄(x) = ḡ(x)h̄(x)

in k[x], where ḡ(x) and h̄(x) are relatively prime. Then f(x) admits a factorization

f(x) = g(x)h(x),

where g(x), h(x) ∈ OK [x] and deg(g) = deg(ḡ) and g(x) mod mK = ḡ(x) and h(x)
mod mK = h̄(x). Moreover, g and h are unique up to a unit of OK .
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Proof. — As g and h must relatively prime K[x], the uniqueness of g and h follows easily
from the unique factorization law in K[x]. Let r = deg(ḡ) and s = deg(f)−deg(ḡ). First,
we take g0 and h0 ∈ OK [x] such that

– g0 mod mK = ḡ and deg(g0) = r,
– h0 mod mK = h̄ and deg(h0) ≤ s,
– g0h0 ≡ f mod mK .

Note that the leading coefficient of g0 is a unit in OK . Since gcd(ḡ, h̄) = 1, there exists
a, b ∈ OK [x] such that

ag0 + bh0 ≡ 1 mod mK .

If f = g0h0, then we are done. Otherwise, let π ∈ mK be a non-zero element such that π
divides all the coefficients of f − g0h0 and ag0 + bh0 − 1. We now construct by induction
on n ≥ 1 polynomials gn, hn ∈ OK such that

– gn ≡ gn−1 mod πn and deg(gn) = r;
– hn ≡ hn−1 mod πn and deg(hn) ≤ s;
– f ≡ gnhn mod πn+1.

Then are the limits of gn and hn as n→∞ are the desired polynomials g and h respectively.
Assume now that gn−1 and hn−1 have been constructed so that

f = gn−1hn−1 + πnfn

for some fn ∈ OK [x] and deg(fn) ≤ r+ s. Write gn = gn−1 +πnpn and hn = hn−1 +πnqn,
where pn, qn ∈ OK [x] are polynomials to be determined later. Then one has

gnhn ≡ gn−1hn−1 + πn(pnhn−1 + gn−1qn) mod πn+1

≡ f + πn(pnh0 + g0qn − fn) mod πn+1

Dividing πn, we get an equation

(8.4.1.1) pnh0 + g0qn ≡ fn mod π.

From ag0 + bh0 ≡ 1 mod π, one deduces that

afng0 + bfnh0 ≡ fn mod π.

By Euclidean division, we get

bfn = ug0 + v

for some u, v ∈ K[x] and deg(v) ≤ deg(g0) − 1. Since the leading coefficient of g0(x) is a
unit in OK [x] and bfn ∈ OK [x], one sees easily that u, v ∈ OK [x]. Then one get

vh0 + (afn + uh0)g0 ≡ fn mod π.

Since deg(fn) ≤ r + s and deg(vh0) < r + s, we can take pn = v and qn to be the degree
less than s part of afn + uh0 as the solutions to equation (8.4.1.1).

Corollary 8.4.2. — Let f(x) ∈ OK [x] and α ∈ OK be such that f(α0) ≡ 0 mod mK

and f ′(α0) ≡ 0 mod mK . Then there exists a unique α ∈ OK such that f(α) = 0 and
α ≡ α0 mod mK .
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Proof. — This is the special case of Proposition 8.4.1 with f̄(x) = x− ᾱ0, where α0 is the
reduction modulo mK of α0.

Corollary 8.4.3. — For an irreducible polynomial f(x) =
∑n

i=0 aix
i ∈ K[x], then ‖f‖ =

max{|a0|, |an|}.

Proof. — Assume in contrary that there exists an integer j with 0 < j < n such that
|f | = |aj |. Up to multiplying a constant, we may assume that ‖f‖ = |aj | = 1. Then
f̄(x) = ājx

j . Applying Proposition 8.4.1 with ḡ = xj , we see that f(x) is not irreducible,
which contradicts with the assumption.

8.5. Extensions of valuations

Let (K, | · |) be a complete non-archimedean valuation field, OK , mK and k be as in the
previous section.

Theorem 8.5.1. — Let L/K be an algebraic extension of fields. Then there exists a
unique extension of | · | to a non-archimedean valuation on L. If L/K is finite of degree
n, then this extension is given by

|x|L = |NL/K(x)|1/n, for any x ∈ L

and L is complete with respect to this unique extension of | · |.

Proof. — Since an algebraic extension is a union of finite extensions, we may assume that
n = [L : K] is finite. Let | · |L be as in the statement. It is clear that |x|L = |x| for
x ∈ K. We show first that | · |L is indeed a non-archimedean valuation on L. Let OL
denote the integral closure of OK in L. We claim that OL is exactly the subring of α ∈ L
with |α|L ≤ 1. Actually, if x ∈ OL, then NL/K(x) ∈ OL, hence |x|L ≤ 1. Conversely, if
|x|L ≤ 1, then NL/K(x) ∈ OK . Let f(x) be the minimal monic polynomial of α over K.
Then by Corollary 8.5.6, the Gauss norm of f is

‖f‖ = max{1, |NL/K(α)|} = 1.

Therefore, one has f(x) ∈ OK [x] and α ∈ OL.
It is clear that |xy|L = |x|L|y|L and |x|L = 0 if and only if x = 0. It remains to show

that |x + y|L ≤ max{|x|L, |y|L}. We may assume that |x|L ≤ |y|L. Up to dividing by
|y|L, it suffices to show that |x + 1|L ≤ 1 for |x|L ≤ 1. By the discussion above, this is
equivalent to saying that x+ 1 ∈ OL for x ∈ OL, which is obvious since OL is ring.

Now assume that | · |′L is another non-archimedean norm on L extending | · |. We have to
show that |α|L = |α|′L for all α ∈ L. We first prove that |α|L ≤ 1 if and only if |α|′L ≤ 1. Let

f(x) = xd+ad−1x
d−1 + · · ·+a0 denote the minimal polynomial of α over K with some d|n.

Assume |α| ≤ 1. Then one has ai ∈ OK for all i. If |α|′L > 1, then |αd|′L > |aiαi|′L ≥ |α|′L
for all 0 ≤ i ≤ d− 1. By Lemma 8.2.6, one has 0 = |f(α)| = |α|d, which is absurd. Hence,

|α|L ≤ 1 implies that |α|′L ≤ 1. Assuming moreover that |α|L = |an/d0 | < 1, we prove that
|α|′L < 1 as well. We claim that ai ∈ mK for all 0 ≤ i ≤ n − 1. Otherwise, there would
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exist some j with 1 ≤ j ≤ n − 1 and |aj | = 1. We may assume j is minimal with this
property. Then the reduction of f(x) is

f̄(x) = xn + ān−1x
n−1 + · · · ājxj = xj(xn−j + · · ·+ āj).

Now applying Hensel’s Lemma 8.4.1 to ḡ = xj , we get a factorization of f(x) in OK [x],
which contradicts with the irreducibility of f(x). By Lemma 8.2.6, we see that |α|′L < 1.
Now if |α|L > 1, then applying the previous discussion to α−1, we see that |α|′L > 1.
Therefore, this proves that |α|L ≤ 1 if and only if |α|′L ≤ 1, i.e. | · |L and | · |′L give rise to
the same valuation ring on L. By Proposition 8.2.13, | · |L and | · |′L are equivalent. Since
they both extend the absolute value | · | on K, these two valuations are actually the same.

Finally, the completeness of L with respect to the norm |·|L follows from the Lemma 8.5.3
below.

Definition 8.5.2. — Let V be a vector space over (K, | · |). Then a (ultra-metric) norm
on V is a map ‖ · ‖ : V → R≥0 such that

(1) ‖x‖ = 0 if and only if x = 0;
(2) ‖λx‖ = |λ|‖x‖ for λ ∈ K and x ∈ V ;
(3) ‖x+ y‖ ≤ max{‖x‖, ‖y‖}.

We say two norms ‖ · ‖1 and ‖ · ‖2 on V are equivalent if there exist constants C1, C2 > 0
such that

C1‖x‖1 ≤ ‖x‖2 ≤ C2‖x‖1.

Equivalent norms on a vector space V define the same topology. Thus, V is complete
with respect to a norm ‖ · ‖1 if and only if so it is with respect to any norm equivalent to
‖ · ‖2.

Lemma 8.5.3. — Let V be a finite dimensional vector space over (K, | · |). Then any
two norms on V are equivalent, and V is complete (with respect to any norm).

Proof. — Let (v1, · · · , vn) be a basis of V over K. For x =
∑n

i=1 aivi, we define

‖x‖ = max
1≤i≤n

{|ai|}.

It is clear that V is complete under ‖ · ‖. It suffices to prove that every norm ‖ · ‖′ on V
is equivalent to ‖ · ‖. Indeed, if C2 = max1≤i≤n ‖vi‖′, then

‖
n∑
i=1

aivi‖′ ≤ C2 max{|ai|} = C2‖x‖.

To find C1 > 0 such that ‖x‖′ ≥ C1‖x‖, we proceed by induction on n ≥ 1. When n = 1,
the assertion is trivial. Assume now n ≥ 2 and the assertion is true for n − 1. Then, for
1 ≤ i ≤ n, the vector space

Vi = Kv1 + · · ·Kvi−1 +Kvi+1 + · · ·+Kvn
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is complete under the norm ‖ · ‖′ by induction hypothesis. Hence, vi + Vi is a closed in V
with respect to the topology defined by ‖ · ‖′. As 0 /∈ vi + Vi, there exists an ε > 0 such
that

U(0, ε) = {x ∈ K, ‖x‖′ < ε}
is disjoint with vi + Vi, i.e. ‖x+ vi‖′ ≥ ε for any x ∈ Vi. Now for x =

∑n
i=1 aivi, suppose

that ‖x‖ = |ar| 6= 0 for some r. Then

‖x‖′ = |ar|‖
a1

ar
v1 + · · ·+ ar−1

ar
vr−1 + vr + · · ·+ an

ar
vn‖′ ≥ ε|ar| = ε‖x‖.

We can take thus C1 = ε.

We can also state the results of Theorem 8.5.1 in terms of additive valuation. If v
denotes an additive valuation associated to | · |, then for any finite extension L/K of
degree n, then the unique extension of v is given by

vL(x) =
1

n
v(NL/K(x)).

If v is a normalized discrete valuation, then vL is also discrete, but not necessarily nor-
malized. Note also that if x′ is a Galois conjugate of x ∈ L, then vL(x′) = vL(x).

8.5.4. Newton Polygon. — Assume now K is a discrete valuation field with normal-
ized additive valuation v. Let K be an algebraic closure of K. For simplicity, we still use
v to denote the unique extension of v to K. Consider a polynomial

f(x) = anx
n + an−1x

n−1 + · · ·+ a0 ∈ K[x]

with an 6= 0. We define the Newton polygon of f(x), denoted by NP(f(x)), as the lower
convex envelop in R2 of the points

{(i, v(ai))|1 ≤ i ≤ n}.
Assume that the breaking points of NP(f(x)) are

(q0, t0) = (0, v(a0)), (q1, t1), (q2, t2), · · · , (qr, tr) = (n, v(an)) ∈ Z2.

For each j with 1 ≤ j ≤ r, put

sj =
tj−1 − tj
qj − qj−1

Then s1 > s2 > · · · > sr, and they are negative of the slopes of the Newton polygon of
f(x). We usually call the sj ’s slopes of f(x), and call mj := qj − qj−1 the multiplicity of
sj .

Proposition 8.5.5. — For each j, f(x) has exactly mj roots in K with valuation sj.

Proof. — Up to dividing f(x) by a0, we may assume that a0 = 1. Let α1, · · · , αn ∈ K be
such that

f(x) = (1− α1x)(1− α2x) · · · (1− αnx).

Denote by ρ1 < ρ2 < · · · < ρ′r′ be the distinct valuations of the αi’s, and let m′j with

1 ≤ j ≤ r′ be the number of αi’s such that v(αi) = ρ′j . Put q′0 = 0 and q′j =
∑j

i=1m
′
j for
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j ≥ 1 so that m′j = q′j − q′j−1. We label the αi’s such that, for each j with 1 ≤ j ≤ r′, we
have

v(αi) = ρ′j for 1 + q′j−1 ≤ i ≤ q′j .
Then one has

ai = (−1)i
∑

1≤j1<···<ji≤n
αj1αj2 · · ·αji .

Then, one has

v(aq′j ) = v(α1α2 · · ·αqj ) =

j∑
`

ρ′`m
′
`,

and for qj−1 < i ≤ qj , one has

v(ai) ≥
j−1∑
`=1

ρ′`m
′
` + (i− qj−1)ρ′j .

Thus, NP(f(x)) has breaking points (q′j ,
∑j

` ρ
′
`m
′
`), and slopes ρ′j . Note that the roots of

f(x) are the α−1
i ’s. Hence, their valuations are sj = −ρ′j for 1 ≤ j ≤ r, and each sj appear

exactly mj = m′j times.

We have the following immediate

Corollary 8.5.6. — If f(x) is irreducible in K[x], then NP(f(x)) has only one slope.
Conversely, if f(x) has only one slope s = t

n with gcd(t, n) = 1 and n = deg(f), then
f(x) is irreducible in K[x]. In particular, if f(x) is an Eisenstein polynomial, f(x) is
irreducible.

Proof. — The first part follows from the Proposition 8.5.5 and the fact that all the Galois
conjugate of an element α ∈ K has the same valuation. For the second part, note that
NP (f(x)) is given by the segment y = −sx with 0 ≤ x ≤ n by assumption. If f(x) were
not irreducible, then NP (f(x)) will pass other integral points except the two ends. Since
gcd(n, t) = 1, this is not the case. For the second part, if f(x) is Eisenstein, then 1

n is the
only slope of f(x); hence f(x) is irreducible.

Example 8.5.7. — We give an example on how to use Newton polygon to study the
irreducibility of rational polynomials. Consider the polynomial

f(x) = 1 + x+
x2

2
+
x3

3
+
x4

4
+
x5

5
+
x6

6
∈ Q[x].

Regarding f(x) as a polynomial in Q5[x], then the 5-adic slopes of f(x) are 1/5 and −1.
Therefore, f(x) is a product of an irreducible polynomial of degree 5 with a factor of degree
1 in Q5[x]. If f(x) were not irreducible in Q[x], then the only possible decomposition for
f(x) would be also of such form, that is, f(x) would have a rational root. However, by
checking the 2-adic slopes of Q2[x], we see easily that f(x) does not has any root in Q2.
We thus conclude that f(x) is irreducible in Q[x].
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8.6. Krasner’s Lemma and applications

In this section, let (K, | · |) be a complete non-archimedean valuation field. We fix an
algebraic closure K of K, and extend | · | to K by Theorem 8.5.1.

Lemma 8.6.1 (Krasner’s Lemma). — Let α, β ∈ K. Assume that

|β − α| < |β − β′|
for any Galois conjugate β′ of β different from β. Then one has β ∈ K(α).

Proof. — By Galois theory, it suffices to show that for any K-automorphism σ of K, if
σ(α) = α, then σ(β) = β. Actually, if σ is such an automorphism, then

|σ(β)− β| = |σ(β)− σ(α) + α− β| ≤ max{|σ(β − α)|, |β − α|} = |β − α|,
where the last step uses the invariance of norms under Galois conjugation. By hypothesis,
one must have σ(β) = β.

Let ‖ · ‖ denote the Gauss norm (8.4.0.1) on K[x].

Theorem 8.6.2. — Let f(x) ∈ K[x] an irreducible monic polynomial of degree n. Put

d0 = min
α 6=α′
{|α− α′|},

where α, α′ run through the distinct roots of f(x). For any real number ε with 0 < ε < d0,
there exists δ > 0 satisfying the following property: if g(x) ∈ K[x] is a monic polynomial
of degree n with ‖f − g‖ < δ, then there exists an ordering of the roots α1, · · · , αn of f(x)
and β1, · · · , βn of g(x) respectively, such that |αi−βi| < ε, and K(αi) = K(βi) as subfields
of K; in particular, g(x) is irreducible.

Proof. — First, note that if h(x) = xn +
∑n−1

i=0 cix
n is a monic polynomial, then its roots

can be bounded above in terms of ‖h‖. Actually, if γ is a root of h(x), then by Lemma 8.2.6,
there exists j with 0 ≤ j ≤ n− 1 such that |cjγj | ≥ |γn|. Hence, one obtains

|γ| ≤ max
0≤j≤n−1

|cj |1/(n−j) ≤ max
0≤j≤n−1

‖h‖1/(n−j).

Now for any δ > 0, if g ∈ K[x] is a monic polynomial of degree n with ‖f − g‖ < δ,
then ‖g‖ ≤ max{‖f‖, δ} is bounded. Hence, if β ∈ K is a root of g(x), then there exists
a constant C0 > 0 (depending only ‖f‖) such that |β| ≤ C0. Hence, there exists thus a
constant C1 such that∏

α

|β − α| = |f(β)| = |f(β)− g(β)| ≤ C1‖f − g‖ < C1δ.

It follows that minα{|β − α|}, where α runs over all roots of f , tends to 0 when δ → 0.
Thus, when δ is sufficiently small, one has

min
α
{|β − α|} < ε.

Let α(β) denote the root of f(x) closest to β. Since ε < d0, Lemma 8.2.6 implies that α(β)
is the unique root of f having distance less than ε with β. By Krasner’s Lemma 8.6.1,
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we also have α(β) ∈ K(β). Since α(β) has degree n, it follows that K(β) = K(α(β)) and
hence g(x) is irreducible.

It remains to show that, when δ is sufficiently small, the map β 7→ α(β) induces a
bijection between the roots of g(x) and those of f(x). It suffices to show that this map is
injective, i.e. α(β′) 6= α(β) for every root β′ of g(x) different from β. Suppose in contrary
that α0 = α(β) = α(β′). Then

|β − β′| ≤ max{|β − α0|, |β′ − α0|} < ε.

It follows that

(8.6.2.1) |g′(β)| =
∏
β′′ 6=β

|β − β′′| < (
∏
β′′ 6=β′

|β − β′′|) · (|β − β′|) < Cn−1
0 ε.

On the other hand, there exists a constant C2 > 0 (depending only on ‖f‖) such that

|g′(β)− f ′(β)| ≤ C2‖f − g‖ < C2δ.

Note that
|f ′(β)| ≤ max{|f ′(β)− f ′(α(β))|, |f ′(α(β))|},

where the first term in maximum is tending to 0 as δ → 0, and |f ′(α(β))| is bounded
below independent of δ. Therefore, when δ is sufficiently small, we see by Lemma 8.2.6
that

|g′(β)| = max{|g′(β)− f ′(β)|, |f ′(β)− f ′(α(β))|, |f ′(α(β))|} = |f ′(α(β))|,
which contradicts with (8.6.2.1). This finishes the proof of Theorem 10.1.5

Corollary 8.6.3. — Let L/Qp be a finite extension, then there exists a monic polynomial
g(x) ∈ Q[x] which is irreducible in Qp[x] and L ∼= Qp[x]/(g(x)).

Proof. — Assume L ∼= Qp[x]/(f(x)) some monic irreducible polynomial f ∈ Qp[x]. By
Theorem 10.1.5, if g ∈ Q[x] is sufficiently close to f in the Gauss norm, then Qp[x]/(f(x)) ∼=
Qp[x]/(g(x)).





CHAPTER 9

FINITE EXTENSIONS OF COMPLETE DISCRETE
VALUATION FIELDS

In this chapter, let K be a complete discrete valuation field, and vK : K → Z ∪ {∞}
be the normalized additive valuation on K. Let OK denote the valuation ring of K,
mK ⊆ OK the maximal ideal and k = OK/mK . We fix also a uniformizer πK of K so that
mK = (πK). Fix an algebraic closure K of K, and denote still by vK the unique extension
of vK to K by Theorem 8.5.1. All finite extensions of K are considered as subfields of K.

If L/K is a finite extension, then L is also a complete discrete valuation field by The-
orem 8.5.1. We denote usually by OL the valuation ring of L, by mL its maximal ideal,
and kL = OL/mL. Let vL denote the normalized additive valuation on L.

9.1. Generalities

Let L/K be a finite extension of degree n, and OL denote the integral closure of OK in
L. Then OL is the valuation ring of L for the unique extension of vK to L.

Lemma 9.1.1. — Then ring OL is a finite free OK-module of rank n = [L : K].

Proof. — For an element x ∈ OL, denote by x̄ its image in OL/πKOL. Choose a subset
{bi : i ∈ I} of OL such that (b̄i)i∈I is a basis of OL/πKOL over the field k = OK/πKOK .
First, we claim that the bi’s with i ∈ I are linearly independent over K. Indeed, if∑

i∈I aibi = 0 is non-trivial linear relation with ai ∈ K. Up to multiplying a power of
πK , we may assume that each ai ∈ OK and the reductions āi ∈ k are not all zero. Then∑

i∈I āib̄i = 0 is a non-trivial linear relation of the b̄i’s, which contradicts with the choice of
bi. This proves the claim, which implies immediately that I is a finite set with cardinality
at most n.

Secondly, we prove that the bi’s generate OL as an OK-module, i.e. OL is a free OK-

module with basis (bi)i∈I . Indeed, for any x ∈ OL, there exists a x1 ∈ OL and a
(0)
i ∈ OK

such that

x =
∑
i∈I

a
(0)
i bi + πKx1,
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since (b̄i)i∈I form a k-basis of OL/πKOL. Repeating this process, we see that x writes as

x =
∑
i∈I

(a
(0)
i + πKa

(1)
i + · · ·+ πn−1

K an−1
i )bi + πnKxn.

Since OL is complete, we get x ∈
∑

i∈I biOK by letting n → +∞. Note that for every
y ∈ L, there exists m ≥ 1 such that πmKy ∈ OL. Therefore, (bi)i∈I is actually a basis of L
over K. Hence, I has cardinality n.

Remark 9.1.2. — In the proof of Lemma 9.1.1, we see that n elements b1, · · · , bn ∈ OL
form a basis of OL over OK if and only if their reduction modulo πKOL form a basis of
OL/πKOL over k. This gives a very convenient way to construct basis of OL over OK .

9.1.3. Ramification index and residue degree. — By construction, for every x ∈ L,
the unique extension of v to L is given by

vK(x) :=
1

n
vK(NL/K(x)).

Therefore, there exists an integer e = e(L|K) ≥ 1 dividing n such that

vK(L×) =
1

e
Z,

or equivalently, e is the integer such that πK = uπeL, where πL denotes a uniformizer of K
(resp. of L), and u is a unit in OL. We call e the ramification index of L/K. If e = 1, we
say that the extension L/K is unramified.

Let kL be the residue field of OL. Then kL/k is a finite extension (since OL/πKOL has
dimension n over k by Lemma 9.1.1). We call the integer

f(L|K) := [kL : k]

the residue degree of the finite extension L/K. If f(L|K) = 1, we say that L/K is totally
ramified.

Proposition 9.1.4. — (1) We have e(L|K)f(L|K) = n.
(2) If α1, · · · , αf are elements of OL such that their reduction in kL form a basis of kL

over k, then {αiπj−1
L : 1 ≤ i ≤ f = f(L|K), 1 ≤ j ≤ e = e(L|K)} form a basis of OL

over OK .

Proof. — (1) By Lemma 9.1.1, OL/πKOL has dimension n over k. On the other hand,
we have a filtration

OL/πKOL = OL/(πeL) ) (πL)/(πeL) ) · · · ) (πe−1
L )/(πeL) ) (0),

where each sub-quotient is one-dimensional kL-vector space. Therefore,

n = dimk(OL/πKOL) = e dimk kL = ef.
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(2) Fix a set of representatives {λi : i ∈ I} ⊆ OK of k. Then S = {λiαj : i ∈ I, 1 ≤ j ≤
f} ⊆ OL form a set of representatives of kL. By Proposition 8.3.1, every element of OL
writes uniquely as

x =
∑
n≥0

cnπ
n
L with cn ∈ S.

In particular, the reductions modulo πKOL = πeLOL of {αiπj−1
L : 1 ≤ i ≤ f, 1 ≤ j ≤ e}

generate OL/πKOL over k. We conclude by Remark 9.1.2.

9.1.5. Ramified extension. — Assume that L/K is totally ramified of degree n. Let
πL denote a uniformizer of L, then one has vK(πL) = 1

n . If

f(x) =
n∑
i=0

aix
i ∈ OK [x]

is the monic minimal polynomial of πL, then vK(ai) ≥ 1 and

vK(a0) = vK(NL/K(πL)) = 1,

i.e. f(x) is an Eisenstein polynomial. In particular, NL/K(πL) is a uniformizer of K. By
Proposition 9.1.4(2), we have OL = OK [πL].

9.2. Unramified extensions

If ι : L ↪→ L′ is a K-embedding of two finite extensions of K, then ι sends OL into OL′
and mL into mL′ respectively, hence it induces an embedding of residues fields kL ↪→ kL′ .

Theorem 9.2.1. — Assume k′/k is a finite separable extension. Then the following as-
sertions hold:

(1) There exists an unramified extension K ′/K with residue field k′. Moreover, this
extension is unique up to isomorphisms, and it is Galois if and only if k′/k is Galois.

(2) For any finite extension L/K with residue field kL, there exists a natural bijection
(induced by reduction) between the set of K-embeddings of K ′ into L and the set of
k-embeddings of k′ into kL. In particular, if k′/k is Galois, we have Gal(K ′/K) ∼=
Gal(k′/k).

Proof. — (1) We prove first the existence of K ′. We may assume that k′ ∼= k[x]/(f̄(x))
for some irreducible monic polynomial f̄(x) ∈ k[x] of degree n. Take a monic polynomial
f(x) ∈ OK [x] of degree n such that f mod mK = f̄ . Then f(x) is necessarily irreducible,
and we claim that K ′ = K[x]/(f(x)) satisfies the required property. Let α denote the
image of x in K ′, and ᾱ be its reduction modulo mK . First, we note that v(α) = 0,
i.e. the image of α in the residue filed of OK′ is non-zero. Hence, the residue field of K ′

contains k[ᾱ] = k′. Thus, we get f(K ′|K) ≥ n. By Proposition 9.1.4, we see that kK′ = k′
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and e(K ′|K) = 1. Note that 1, ᾱ, · · · , ᾱn−1 are linearly independent over k. For rank
reasons, we have

OK′/(πK) ∼=
n∑
i=1

kᾱi−1.

By Remark 9.1.2, we have OK′ = OK [α].
(2) We now prove that K ′ satisfies the property in (2) for any finite extension L/K.

The rest part of the Theorem will be an easy consequence of this property. Let L/K be as
in Statement (2). Let S(L) denote the set of roots of f(x) in L, and S(kL) the set of roots
of f̄(x) in kL. Then the set of K-embeddings of K ′ = K[α] into L is in natural bijection
with S, while the set of k-embeddings of k′ into kL is in bijection with S(kL). Since f̄(x)
is separable, Hensel’s Lemma 8.4.1 implies that the reduction map from S(L) to S(kL) is
bijective. Now the assertion follows immediately.

Corollary 9.2.2. — Let L/K be a finite extension such that the residue extension kL/k
is separable. Then there exists a unique unramified sub-extension L0/K of L/K with
residue field kL such that all unramified sub-extension K ′/K of L/K is contained in L0.
In particular, if L/K is a normal extension, then L0/K is also normal.

Proof. — Let L0 be the unramified extension of K given by Theorem 9.2.1 with residue
extension kL/k. We see that L0/K is a sub-extension of L/K by applying the second
part of Theorem 9.2.1 to the identity embedding kL ∼= kL. The fact that L0 contains all
unramified sub-extension of L/K also follows easily.

We call L0 as in Corollary above maximal unramified sub-extension of L. It is clear
that [L0 : K] = f(L|K), and L/L0 is totally ramified of degree e(L|K). Using L0/K, the
study of a general finite extension L/K can be reduced to the cases of totally ramified
and unramified cases.

9.3. Different, discriminant and ramification

In this section, let L/K be a finite separable extension such that the residue extension
kL/k is also separable. Denote by πL (resp. πK) a uniformizer of L (resp. of K).

9.3.1. Norms of fractional ideals. — Note that both OL and OK are Dedekind
domains. We have the notion of fractional ideals on L or on K. If a is a fractional ideal
of L, we define

vL(a) = min
x∈a
{vL(x)} ∈ Z,

and call it the valuation of a. Then it is clear that a = (π
vL(a)
L ) We define the norm of a

as the fractional ideal of K given by

NL/K(a) := (NL/K(πL))vL(a).

Lemma 9.3.2. — We have vK(NL/K(a)) = f(L|K)vL(a).
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Proof. — It suffices to show that vK(πL) = f(L|K). Let L0/K denote the maximal
unramified extension of L/K. Then NL/K(πL) = NL0/K(NL/L0

(πL)). Since L/L0 is
totally ramified, we see that NL/L0

(πL) is a uniformizer of L0. Thus it suffices to show
that for any uniformizer πL0 of L0, we have

vK(NL0/K(πL0)) = f(L|K).

As L0/K is unramified, one has πL0 = πKu for some unit u ∈ O×L0
. Thus, we get

vK(NL0/K(πL0)) = v(NL0/K(πK)) = f(L0|K) = f(L|K).

9.3.3. Different and discriminant. — The theory of different and discriminant for
number fields has an analog for L/K. Recall that the bilinear form TrL/K(xy) on L is
non-degenerate by Theorem 1.2.4. We put

O∗L := {x ∈ L : TrL/K(xy) ∈ OK ,∀y ∈ OL}.
Then O∗L is a fractional ideal of L. It is clear that OL ⊆ O∗L. We define the different of
L/K (or of OL/OK) as the ideal in OL
(9.3.3.1) δL/K := (O∗L)−1.

and the discriminant of L/K (or of OL/OK) as the ideal in OK
(9.3.3.2) dL/K := NL/K(δL/K).

Similar properties as in Section 3.3 hold in our case. In particular, we have

Proposition 9.3.4. — Let K ′/K be a sub-extension of L/K. Then we have

δL/K = (δK′/KOL) · δL/K′ ,
and

dL/K = NK′/K(dL/K′)d
[L:K′]
K′/K .

Proof. — The proof is exactly the same as Proposition 3.3.5 and Corollary 3.3.6.

Applying this Proposition with K ′ equal to the maximal unramified sub-extension of
L/K, we reduce the problem of computing δL/K to the case of L0/K and L/L0, i.e. it
suffices to treat separately the unramified case and the totally ramified case.

Proposition 9.3.5. — Assume that there exists an α ∈ OL such that OL = OK [α]. Let
f(x) ∈ OK [x] be the monic minimal polynomial of α. Then we have δL/K = (f ′(α)).

We start with the following elementary

Lemma 9.3.6 ([Se68], Chap. III, §6 Lemme 2). — If f(x) has degree n, then we
have

TrL/K

(
αi

f ′(α)

)
=

{
0 if 0 ≤ i ≤ n− 2

1 if i = n− 1.

We now return to the proof of Proposition 9.3.5.
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Proof of 9.3.5. — We have to prove that O∗L = 1
f ′(α)OL, i.e. αi−1/f ′(α) for 1 ≤ i ≤ n form

a basis of O∗L over OK . It suffices to show that the matrix ai,j = TrL/K(αi−1αj−1/f ′(α))
is invertible in GLn(OK). But Lemma 9.3.6 implies that ai,j = 0 if i+ j ≤ n, and ai,j = 1

if i+ j = n+ 1. A simple computation shows that det(ai,j) = (−1)
n(n−1)

2 .

Proposition 9.3.7. — (1) Assume that L/K is totally ramified of ramification index
e. Then

vL(δL/K) ≥ e− 1,

and the equality holds if and only if e is prime to the characteristic of k.
(2) The finite extension L/K is unramified if and only if vL(δL/K) = 0.

Proof. — (1) Let πL denote a uniformizer of L, and let

f(x) = xe + ae−1x
e−1 + · · ·+ a0 ∈ OK [x]

be the minimal polynomial of πL. By Subsection 9.1.5, f(x) is an Eisenstein polynomial,
OL = OK [πL]. It follows thus from Proposition 9.3.5 that δL/K = (f ′(πL)). Hence, we get

vL(δL) = vL(f ′(πL)) = vL(eπe−1
L + ae−1(e− 1)πe−2

L + · · ·+ a1).

As πK |ai for all 0 ≤ i ≤ e− 1, we have

vL(iaiπ
i−1
L ) ≥ i− 1 + vL(iai) ≥ e+ i− 1, for 1 ≤ i ≤ e− 1,

and vL(eπe−1
L ) = e− 1 + vL(e). Therefore, we have

vL(f ′(πL)) ≥ min
1≤i≤e

{vL(iaiπ
i−1
L )} ≥ e− 1.

If e is prime to the residue characteristic, we have vL(e) = 0 and vL(iaiπ
i−1
L > vL(eπe−1

L ) =
e− 1; hence, vL(f ′(π)) = e− 1 by Lemma 8.2.6.

(2) Assume first that L/K is unramified. Then there exists a monic irreducible poly-
nomial f(x) ∈ OK [x] such that its reduction f̄(x) ∈ k[x] is also irreducible and OL =
OK [x]/(f(x)). Let α ∈ OL denote the image of x. Then f̄ ′(α) 6= 0, and hence

vL(δL/K) = vL(f ′(α)) = 0.

Suppose conversely that vL(δL/K) = 0. Let L0 denote the maximal unramified sub-
extension of L/K. By Proposition 9.3.4 and (1), we have

0 ≥ vL(δL/K) = vL(δL/L0
) ≥ e− 1.

Thus, we get e = 1, i.e. L is unramified over K.

Definition 9.3.8. — We say the finite extension L/K is tamely ramified if its ramifica-
tion index e(L|K) is prime to the characteristic of k.
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9.4. Galois extension of complete discrete valuation fields

We keep the notation of the previous section. Let L/K be a finite Galois extension of
Galois group G such that the residue extension kL/k is separable. Denote by L0/K the
maximal unramified sub-extension. We have seen in Corollary 9.2.2 that L0/K is a Galois
extension. By Theorem 9.2.1(1), the residue extension kL/k is also Galois. The restriction
to L0 defines a natural surjective map

(9.4.0.1) G→ Gal(L0/K)
∼−→ Gal(kL/k),

where the second isomorphism uses Theorem 9.2.1. We define the inertia subgroup of
G, denoted by IL/K or simply I when no confusions arise, as the kernel of this map, or
equivalently

(9.4.0.2) I = {σ ∈ G | σ(x) ≡ x mod mL}.
It is clear that I is normal in G, and I ∼= Gal(L/L0) by (9.4.0.1).

In the rest of this section, we suppose that L/K is totally ramified, i.e. G = I. Denote
by vL the normalized additive valuation on L so that vL(L×) = Z.

Lemma 9.4.1. — Let σ ∈ G. For any integer n ≥ 1, the following two conditions are
equivalent:

(1) For any x ∈ OL, we have vL(σ(x)− x) ≥ n+ 1
(2) We have vL(σ(πL)− πL) ≥ n+ 1, for any uniformizer πL of L.

Proof. — (1)⇒ (2) is trivial. We prove now that (2)⇒ (1). Indeed, every x ∈ OL writes
as

x =
+∞∑
i=0

aiπ
i
L,with ai ∈ OK .

It follows that

σ(x)− x =
+∞∑
i=1

ai(σ(πL)i − πiL),

which is divisible by σ(πL)− πL. Assertion (2) now follows immediately.

For any integer n ≥ 1, we define Gn as the subgroup of σ ∈ G which satisfies the
equivalent conditions above. These groups are usually called higher ramification subgroups
of G, and G1 is also called the wild inertia subgroup of G. Note that

vL(τ−1στ(x)− x) = vL(σ(τ(x))− τ(x))

for any τ ∈ G and x ∈ OL. Hence, Gn is a normal subgroup of G by condition 9.4.1(1).
We get thus a decreasing filtration

G0 := G ⊇ G1 ⊇ G2 ⊇ · · · ⊇ Gn ⊇ Gn+1 ⊇ · · · ,
called the (lower) ramification filtration on G. We put U0

L = O×L , and

UnL = {u ∈ O×L | u ≡ 1 mod πnL}
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for an integer n ≥ 1. Then the definition of Gn is equivalent to

Gn = {σ ∈ G | σ(πL)

πL
∈ UnL}.

Therefore, the map σ 7→ σ(πL)/πL mod Un+1
L induces a canonical injection

(9.4.1.1) θn : Gn/Gn+1 ↪→ Un/Un+1
∼=

{
k×L if n = 0;

kL if n ≥ 1.

In particular, the sub-quotient Gn/Gn+1 is abelian.

Proposition 9.4.2. — (1) If the characteristic of kL is 0, then the wild inertia subgroup
G1 = {1}, and G0/G1 is a finite cyclic group.

(2) If the characteristic of kL is p > 0, then G1 is a finite group of p-power order, and
G0/G1 is a cyclic group of order prime to p; in particular, the inertia group G is
solvable.

Proof. — Note that kL has no finite subgroups if its characteristic is 0, and any finite
subgroup of kL must have the form (Z/pZ)r if it has characteristic p. The assertions
on G1 in both (1) and (2) follow immediately. The assertion on G0/G1 is an immediate
consequence of the fact that any finite subgroup of k×L is cyclic.

For more details on the ramification filtration on G, we refer the reader to [Se68, Chap.
IV].

Example 9.4.3. — Let ζpn be a primitive pn-th root of unity. We consider the extension
L = Qp(ζpn) over Qp. Then the minimal polynomial of ζpn − 1 over Qp is

f(x) =
(x+ 1)p

n − 1

(x+ 1)pn−1 − 1
=

p−1∑
i=0

(x+ 1)p
n−1i

= xp
n−1(p−1) + · · ·+ p ≡ xpn−1(p−1) mod p,

which is an Eisenstein polynomial over Qp. Therefore, Qp(ζpn) is totally ramified over Qp

of degree pn−1(p− 1), and we have

(9.4.3.1) vp(ζpn − 1) =
1

pn−1(p− 1)
.

In particular, we see that ζpn − 1 is a uniformizer of L = Q(ζpn). Here, vp denotes unique
extension to L of the usual p-adic valuation on Qp The Galois group G = Gal(Qp(ζpn)/Qp)
is canonically isomorphic to (Z/pnZ)×, where, for each a mod pn ∈ (Z/pnZ)×, the corre-
sponding element σa ∈ G is defined by σa(ζpn) = ζapn . For each integer k with 1 ≤ k ≤ n−1,

let Gk denote the subgroup of G corresponding to those a ∈ (Z/pnZ)× with a ≡ 1 mod pk.
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We have Gk ⊇ Gk+1. If σa ∈ Gk\Gk+1, then a writes as a ≡ 1 + pkb mod pn for some
b ∈ Z×p we have

vp(σa(ζpn − 1)− (ζpn − 1)) = vp(ζ
a
pn − ζpn) = vp(ζ

b
pn−k − 1) =

1

pn−k−1(p− 1)
,

where ζb
pn−k

= ζp
kb
pn is a primitive pn−k-th root of unity, and the last equality follows from

(9.4.3.1) with n replaced by n− k. If vL denotes the normalized additive valuation on L,
then vL = pn−1(p− 1)vp. Hence, it follows that

vL(σa(ζpn − 1)− (ζpn − 1)) = pk, for σa ∈ Gk\Gk+1.

Thus the lower ramification filtration of G = Gal(L/Qp) is given by

Gu =


G if u = 0;

Gk if pk−1 ≤ u ≤ pk − 1 for some k with 1 ≤ k ≤ n− 1;

{1} if pn−1 ≤ u.





CHAPTER 10

APPLICATIONS OF LOCAL METHODS TO NUMBER
FIELDS

10.1. Norms and places on number fields

In this section, we will classify the norms on a number field. We start with Q. Let | · |∞
denote the usual real norm on Q. For any rational prime p, let | · |p denote the p-adic norm
discussed in Subsection 8.1.4. A fundamental fact for norms on Q is the following

Theorem 10.1.1 (Ostrowski). — The norm | · |p is not equivalent to | · |q if p 6= q with
p, q ≤ ∞. Every nontrivial norm | · | on Q is equivalent to | · |p for some prime p or for
p =∞.

Proof. — If one of p, q is ∞ (and the other one is finite), then it is clear that | · |p is
not equivalent to | · |q. If both p and q are finite primes, then |p|p = p−1 and |p|q = 1.
Therefore, | · |p and | · |q can not be equivalent.

Assume first that | · | is archimedean. By Proposition 8.2.5, | · | must be unbounded on
Z. Let n0 ≥ 1 be the first integer such that |n0| > 1. Let c ∈ R>0 be such that |n0| = nc0.
We have to prove that |n| = nc for any positive integer n. Write

n = a0 + a1n0 + · · ·+ asn
s
0, with 0 ≤ ai < n0, as 6= 0.

Then one has

|n| ≤ |a0|+ |a1||n0|+ · · ·+ |as||n0|s

= |a0|+ |a1|nc0 + · · · |as|ncs0 .

By our choice of n0 and since ai < n0, we have |ai| ≤ 1. Hence,

|n| ≤ 1 + nc0 + · · ·+ ncs0 ≤ ncs0 (1 + n−c0 + · · ·+ n−cs0 ) ≤ Anc,

where A is some constant independent of n. Now replacing n by nM and taking M -th
radical, one gets

|n| ≤ N
√
Anc.

Letting N → +∞, one gets |n| ≤ nc. We now deduce an inequality in the other direction
as follows. If one writes n in terms of n0 as above, one has ns+1

0 > n ≥ ns0. Thus, the
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trigonometric inequality implies that

|n| ≥ |n0|s+1 − (|ns+1
0 − n|) ≥ nc(s+1)

0 − (ns+1
0 − n)c.

Since

(ns+1
0 − n)c ≤ (ns+1

0 − n0)c = n
c(s+1)
0 (1− 1

n0
)c,

we get

|n| ≥ nc(s+1)
0 (1− (1− 1

n0
)c) ≥ A′nc

with A′ = 1− (1− 1
n0

)c. Replacing n by nM and taking M -th root, we get

|n| ≥ M
√
A′nc.

Letting M → +∞, we get |n| ≥ nc. We conclude finally that |n| = nc if | · | is archimedean.
Now assume that | · | is non-archimedean. Then we have |n| ≤ 1 for all n ∈ Z. Let

p ⊆ Z be the subset consisting of n ∈ Z with |n| < 1. Then one sees easily that p is a
prime ideal, and p 6= 0 since | · | is non-trivial. Therefore, there exists a prime number p
such that p = (p). By Proposition 8.2.13, | · | is equivalent to | · |p.

Definition 10.1.2. — Let K be a number field. A place v of K is an equivalence class
of norms on K. If these norms are archimedean (resp. non-archimedean), we say the place
v is archimedean (resp. non-archimedean).

By Theorem 10.1.1 the set of places of Q is {rational primes } ∪ {∞}. This result can
be generalized to any number field.

10.1.3. Places of an arbitrary number field. — Let K be a number field. Let σi
with 1 ≤ i ≤ r1 denote the real embeddings of K, and σr1+j , σ̄r1+j with 1 ≤ j ≤ r2

be the non-real complex embeddings of K. Then for each complex embedding σi with
1 ≤ i ≤ r1 + r2, we have a norm | · |σ on K given by

|x|σi = |σi(x)|C.
On the other hand, for each prime ideal p of the integral ring OK of K, we have an additive
valuation vp on K, which sends each x ∈ K to the exponent of p in the factorization of
(x). We define the normalized p-norm on K by

|x|p = N(p)−vp(x).

Theorem 10.1.4. — (1) Any two of the absolute values of | · |v for v ∈ {σi | 1 ≤ i ≤
r1 + r2} ∪ {prime ideals of OK} are not equivalent to each other.

(2) Every absolute value on K is equivalent to some | · |σi with 1 ≤ i ≤ r1 + r2 or | · |p
for a prime ideal p of OK .

Proof. — It is obvious that a archimedean absolute value | · |σi is not equivalent to any
| · |p, which is non-archimedean. It is also clear that | · |p is not equivalent to | · |q if p 6= q,
since they induces different prime ideals in OK . To prove that | · |σi is not equivalent to
| · |σj for i 6= j with 1 ≤ i, j ≤ r1 + r2, we recall that, under the map

λ : K → Rr1 × Cr2
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defined by λ(x) = (σi(x))1≤i≤r1+r2 , the image of OK is a (full) lattice in Rr1 ×Cr2 . Then
λ(K) is dense in Rr1 × Cr2 . In particular, for any i with 1 ≤ i ≤ r1 + r2, there exists
xi ∈ K such that |xi|σi < 1 and |xi|σj > 1 for any j 6= i. Hence, the sequence (xni )n≥1

converge to 0 for | · |σi but diverges for | · |σj with j 6= i. Hence, | · |σi is not equivalent to
| · |σj .

Suppose now | · | is an absolute value on K, we have to prove that | · | is equivalent to
some | · |σi or to some | · |p. Suppose first that | · | is non-archimedean. Since OK is integral
over Z, we have |x| ≤ 1 for all x ∈ OK . Let p be the subset of x ∈ OK such that |x| < 1.
One verifies easily that p is a prime ideal of OK . Then OK,p is the valuation ring of K for
| · |, which coincides that of K for | · |p. By Proposition 8.2.13, | · | is equivalent to | · |p.

Assume now that | · | is archimedean. Let Kv denote the completion of K under | · |.
Then Kv is a finite extension of R, which is the completion of Q at its unique infinite
place. Thus, Kv is either R or C. In any case, the embedding K ↪→ Kv is one of σi or the
complex conjugate of some σi.

Theorem 10.1.4 says that the non-archimedean (or finite) places of K are in natural
bijection with non-zero prime ideals of OK , and the archimedean (or infinite) places of
K are in natural bijection with the orbit of complex conjugate on the set of complex
embeddings of K.

Theorem 10.1.5. — Let v1, · · · , vr be distinct places of K. Then the diagonal embedding

K ↪→
r∏
i=1

Kvi ,

has dense image, where Kvi denotes the completion of K at vi.

Proof. — Step 1: Since K is dense in each Kvi , it suffices to prove that, given x1, · · · , xr ∈
K and ε > 0, there exists ξ ∈ K such that

(10.1.5.1) |ξ − xi|vi < ε.

We claim that for each i with 1 ≤ i ≤ r and any δ > 0, there exists a ξi ∈ K such that

|ξi − 1|vi < ε, |ξi|j ≤ δ, for j 6= i.

Assuming the claim for a moment, then ξ =
∑r

i=1 ξixi satisfies

|ξ − xi|vi = |xi(ξi − 1) +
∑
j 6=i

xjξj |vi

≤ |xi|viδ +
∑
j 6=i
|xj |viδ = δ

r∑
j=1

|xj |vi .

One can choose appropriate δ so that (10.1.5.1) is satisfied. It remains to prove the claim.
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Step 2. The proof of the claim can be reduced to showing that for any i with 1 ≤ i ≤ r,
there exists ξ ∈ K such that |ξ|vj < 1 for all j 6= i, and |ξ|vi > 1. Since then, we have

| ξn

1 + ξn
− 1|vi = | 1

1 + ξn
|vi → 0, | ξn

1 + ξn
|vj → 0 for all j 6= i

as n → +∞. We may assume that i = 1, and proceed by induction on r. For r = 2,
the existence of ξ follows from the non-equivalence of v1 and v2. Assume now r > 2.
By induction hypothesis, there exists ξ ∈ K such that |ξ|v1 > 1 and |ξ|vj < 1 for j =
2, · · · , r − 1. If |ξ|vr < 1, then the assertion is proved. Consider the cases |ξ|vr ≥ 1. As
v1 and vr are not equivalent, there exists α ∈ K such that |α|v1 > 1 and |α|vr < 1. If
|ξ|vr = 1, then ξNα for sufficiently large N will answer the question. If |ξ|vr > 1, we can

take αξN

1+ξN
for N sufficiently.

10.2. Tensor product and decomposition of primes

Let L/K be a finite extension of number fields. Let Lw be the completion of L at a
place, and Kv be the closure of K in Lw. Then Kv is the completion of K at a place v,
and Lw/Kv is a finite extension. We write w|v.

Assume now w is a non-archimedean place. Let Pw ⊆ OL denote the prime ideal
given by the place w. Then the prime ideal of OK corresponding to v is pv = Pw ∩ OK .
Recall that we defined in Section 3.2 the ramification index e(Pw|pv) and the residue
degree f(Pw|pv). On the other hand, we defined in Subsection 9.1.3 the ramification
index e(Lw|Kv) and f(Lw|Kv). Let OKv be the valuation ring of Kv and p̂v ⊆ OKv be the

maximal ideal, and similar notation for OLw and P̂w. Then kv := OKv/p̂v ∼= OK/pv is
stable under completion, and similarly for the residue field kw of Lw. It follows immediately
that f(Lw|Kv) = f(Pw|pv). Besides, if πv (resp. πw) is a uniformizer of OK,pv (resp. of
OL,Pw), then it is also a uniformizer of Kv (resp. Lw). Let vπw denote the normalized
additive valuation on Lw. Then we have

e(Pw|pv) = vπw(πv) = e(Lw|Kv).

In the sequel, we will denote simply e(w|v) = e(Lw|Kv) and f(w|v) = f(Lw|Kv).

Theorem 10.2.1. — Given a place v of K, we have a canonical isomorphism

L⊗K Kv
∼=
∏
w|v

Lw.

Proof. — Let f(x) ∈ K[x] be an irreducible polynomial such that L = K[x]/(f(x)).
Assume that

f(x) =

r∏
i=1

gi(x)

is a decomposition of f(x) into irreducible factors in Kv[x]. Then we have

L⊗K Kv = Kv[x]/(f(x)) ∼=
r∏
i=1

Kv[x]/(gi(x)).
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Each Li := Kv[x]/(gi(x)) is a finite extension of Kv, hence a complete discrete valuation
ring. Note that L is dense in L⊗K Kv, hence in each factor Li. Hence, Li is the complete
of L at a finite place wi above v. Note that any two factors gi(x) and gj(x) are coprime
with each other, so Li 6= Lj . It follows thus that we have an injection:

L⊗K Kv
∼=

r∏
i=1

Li ↪→
∏
w|v

Lw.

On the other hand, if Lw is the completion of L at a finite place w dividing v. Then by
the universal property of L⊗K Kv, we have a homomorphism of Kv-algebras

L⊗K Kv → Lw,

which is automatically continuous if we equip both sides the canonical topology for finite
dimensional Kv-vector space. Since L is dense in Lw and L⊗K Kv is complete as a finite
dimensional Kv-vector space (c.f. Lemma 8.5.3 in the non-archimedean case), the map
L⊗K Kv → Lw must be surjective. This shows that Lw is a quotient of L⊗K Kv, hence
equals to one of Li.

Now assume that v is non-archimedean. Note that the valuation ring OKv is the com-
pletion of OK with respect to the norm | · |v. It follows that the residue field of Kv is
exactly kv := OK/pv; similarly the residue field of Lw is kw := OL/Pw for w|v. It is now
obvious that f(Pw|pv) = f(Lw|Kv).

Remark 10.2.2. — Theorem 10.2.1 gives another proof of the fundamental equality
Proposition 3.2.2(2):

[L : K] = dimKv(L⊗K Kv) =
∑
w|v

[Lw : Kv] =
∑
w|v

e(w|v)f(w|v),

where the last equality uses Proposition 9.1.4(1).

Corollary 10.2.3. — Let v be a place of K. Then for any x ∈ L, we have

TrL/K(x) =
∑
w|v

TrLw/Kv(x), NL/K(x) =
∏
w|v

NLw/Kv(x).

Proof. — Indeed, TrL/K(x) equals to the trace of the Kv-linear endomorphism on L⊗KKv

given by the multiplication by x ⊗ 1. According to Theorem 10.2.1, this endomorphism
is the direct sum of the multiplication by x on Lw for all w|v. Now the Corollary follows
immediately.

Example 10.2.4. — Consider the polynomial

f(x) = 1 + x+
x2

2
+
x3

3
+
x4

4
+
x5

5
∈ Q[x].

By looking at the 5-adic Newton polygon of f(x), one sees easily that f(x) is irreducible.
The 3-adic Newton polygon of f(x) have slopes 1/3 with multiplicity 3 and −1/2 with
multiplicity two. So f(x) has two irreducible factors g(x) and h(x) in Q3[x] with degree
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3 and 2 respectively, and all the roots of g(x) have 3-adic valuation 1/3 and those of h(x)
have valuation −1/2. It follows by Theorem 10.2.1 that we have decomposition of primes
in L:

3OL = p1p2

with f(p1|3) = f(p2|3) = 1 and e(p1|3) = 3 and e(p2|3) = 2.

10.3. Product formula

To state the result, we need to modify slightly the norm at a complex place. Let K be
a number field, and v be a place of K. We define the normalized norm | · |v of K at v as

|x|v :=


1

N(p)vp(x)
if v = p is non-archimedean;

|σ(x)|R if v is given by a real embedding σ;

|σ(x)|2C if v is given by a pair of complex embeddings σ, σ̄.

Lemma 10.3.1. — For a place p ≤ ∞ of Q and any x ∈ K, we have

|NK/Q(x)|p =
∏
v|p

|x|v

Proof. — By Corollary 10.2.3, we have

|NK/Q(x)|p =
∏
v|p

|NKv/Qp(x)|p.

To finish the proof, it suffices to show that |NKv/Qp(x)|p = |x|v for any x ∈ Kv. If v is
an infinite place, then Q∞ = R and Kv is either R or C; the assertion is obvious by our
definition of | · |v. If p is finite, then by Lemma 9.3.2, we have

vp(NKv/Qp(x)) = f(v|p)vpv(x),

where vpv denotes the normalized additive valuation on Kv. Thus, it follows that

|x|v = N
−vpv (x)
pv = p−f(v|p)vpv (x) = p−vp(NKv/Qp (x)) = |NKv/Qp(x)|p.

Proposition 10.3.2 (Product formula). — For every x ∈ K, we have∏
v

|x|v = 1,

where v runs through all places of K, and | · |v is the normalized norm of K at v.

Proof. — We treat first the case K = Q. Since the formula is multiplicative in x, it suffices
to prove the formula for x = −1 and x = p with p a prime. The case is trivial for x = −1.
When x = p, we have ∏

v≤∞
|x|v = |p|p · |p|∞ = 1.
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For general number field K, it follows from Lemma 10.3.1 that∏
v

|x|v =
∏
p≤∞
|NK/Q(x)|p = 1.

10.4. Comparison of local and global Galois groups

Let L/K be a finite Galois extension of number fields with Galois group G. Let v be a
finite place of K, and w be a place of L above v. Let Lw (resp. Kv) denote the completion
of L at w (resp K at v). The natural inclusion L ↪→ Lw induces a morphism of Galois
group

iw : Gal(Lw/Kv)→ Gal(L/K).

Let Pw denote the prime ideal of OL given by w, and pv be the prime ideal of OK for v.
Recall that we defined in 3.4.3 the decomposition subgroup Dw := D(Pw|pv) ⊆ G. The
following Proposition is fundamental for applying local methods to study the Galois group
of number fields.

Proposition 10.4.1. — The morphism iw induces an isomorphism

Gal(Lw/Kv) ∼= Dw.

Proof. — Note first that iw is injective, because L is dense in Lw. Let w = w1, · · · , wg be
the primes of L above v. Then G acts transitive on the set {w1, · · · , wg}, and by definition,
Dw is the stabilizer of w. Let σ ∈ Gal(Lw/Kv). Denote by mLw the maximal ideal of
OLw . Then σ clearly stabilizes mLw , and iw(σ) stabilizes OL. Since OL ∩ mLw = Pw, we
see that iw(σ) ∈ Dw. This shows that the image of iw lies in Dw. On the other hand, if
e = e(w|v) and f = f(w|v) denote the ramification and residue degree respectively, then
both Dw and Gal(Lw|Kv) have cardinality ef . Hence, iw induces an isomorphism between
Gal(Lw/Kv) and Dw.

Proposition 10.4.1 can be used to determine the Galois group of an irreducible polyno-
mial over Q.

Example 10.4.2. — Consider the polynomial f(x) = x5 − x − 1 ∈ Q[x]. Since f(x) is
irreducible modulo 5, we see that f(x) is irreducible over Q. We can interested in finding
the Galois group G of f(x). Let K = Q[x]/(f(x)), and L be the Galois closure of K.
Then G = Gal(L/Q) and can be viewed as a subgroup of the permutation group S5.
Since 5|[L : Q], G must contain an element of order 5, which is necessarily a 5-cycle. On
the other hand, we have the decomposition

f(x) ≡ (x2 + x+ 1)(x3 + x2 + 1) mod 2.

By Hensel’s Lemma 8.4.1, f(x) = g(x)h(x) in Q2[x], where g(x) and h(x) are monic
irreducible polynomials in Z2[x] lifting x2 + x + 1 and x3 + x2 + 1. Hence, by the proof
of Theorem 10.2.1, the prime 2 is unramified in K and splits into two places v1 and v2 in
K with residue degrees 2 and 3 respectively. Let w be a place of L above v2. Then Lw is
the unique unramified extension of degree 6 over Q2, and has residue degree 2 over Kv2 .
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Let σ ∈ G denote the Frobenius element at w. Then σ3 generates Gal(Lw/Kvw). If α1, α2

denote the two roots of g(x) and α3, α4, α5 are the roots of h(x), then σ3 fixes α3, α4, α5

and interchanges α1 and α2. Hence, σ3 is a transposition in S5. It is well known that
a subgroup of S5 containing a 5-cycle and a transposition is necessarily S5 itself. We
conclude that G ∼= S5.

10.5. Local and global different

Let L/K be a finite extension of number fields, v be a finite place of K, and pv ⊆ OK
be the prime ideal given by v. Denote by Kv the completion of K at v. We have the
following series of Dedekind domains:

OK �
� // OK,pv

� � // ÔK,pv = lim←−n
(
OK,pv/pnvOK,pv

)
= OKv ,

where OK (resp. OKv) denote the ring of integers of K (resp. Kv), OK,pv is the localization

of OK at pv, and ÔK,pv means the completion of OK,pv with respect to its maximal ideal.
Put Sv = OK\pv. This is a multiplicative subset of OK or OL. We put OL,pv =

S−1OL = OL · OK,pv . For any fractional ideal I of L, we put

Ipv := IOL,pv = {x ∈ L | x =
a

s
for some a ∈ I and s ∈ Sv.}

Îpv = lim←−
n

(
Ipnv /p

n
v Ipv

)

Lemma 10.5.1. — If I =
∏
wPaw

w is the prime decomposition of I, where w runs through
finite places of L, then we have a canonical isomorphism

Îpv
∼=
∏
w|v

P̂aw
w ,

where P̂w denotes the maximal ideal of OLw . In particular, we have

ÔL,pv ∼=
∏
w|v

ÔLw .

Proof. — We have

Ipv =
∏
w|v

(PwOL,pv)aw

pnv Ipnv =
∏
w|v

(
Paw
w OL,pv

)
.
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Assume that pvOL,pv =
∏
w|v(P

e(w|v)
w OL,pv). Then it follows that

lim←−
n

(
Ipv/p

n
v Ipv

)
= lim←−

n

(
Paw
w OL,pv/Paw+ne(w|v)

w OL,pv
)

∼=
∏
w|v

lim←−
n

(
Paw
w OL,pv/Paw+ne(w|v)

w OL,pv
)

=
∏
w|v

P̂aw
w .

Theorem 10.5.2. — Let δL/K be the relative different of L/K (cf. Definition 3.3.3),
and for each place w dividing v, let δLw/Kv be the different of the extension Lw/Kv. Then
we have a canonical isomorphism

δ̂L/K ∼=
∏
w|v

δLw/Kv .

Proof. — By definition, δL/K is the ideal of OL such that the trace map induces a perfect
pairing

TrL/K : OL × δ−1
L/K → OK .

Here, “perfect” means that

δ−1
L/K = {y ∈ L | TrL/K(xy) ∈ OK∀x ∈ OL},

or equivalently the map y 7→ (x 7→ TrL/K(xy)) induces an isomorphism of OL-modules

δ−1
L/K
∼= HomOK (OL,OK).

Passing to localization at pv, we get a pairing

(10.5.2.1) OL,pv × δ−1
L/K,pv

→ OL,pv .

We claim that this pairing is still perfect. Indeed, it is clear that

δ−1
L,pv
⊆ {y ∈ L | TrL/K(xy) ∈ OK,pv∀x ∈ OL,pv}.

Conversely, given an element y ∈ L such that TrL/K(xy) ∈ OK,pv for all x ∈ OL,pv , we

need to prove that y ∈ δ−1
L/K,pv

, that is there exists s ∈ Sv = OK\pv such that sy ∈ δ−1
L/K .

Let {x1, · · · , xr} be a set of generators of OL as an OK-module. Then they also form a
set of generators of OL,pv over OK,pv . Let

zi = TrL/K(xiy) ∈ OK,pv .

Then exists si ∈ S such that siz ∈ OK . Put s =
∏r
i=1 si, then TrL/K(syxi) ∈ OK for all

i. It follows that sy ∈ OK . This finishes the proof of the claim.
Taking completion of (10.5.2.1), we get

(10.5.2.2) T̂rL/K : ÔL,pv × δ̂−1
L/K,pv

→ ÔK,pv = OKv .
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If δL/K =
∏
wP

vw(δL/K)
w is the prime decomposition of δL/K for some vw(δL/K) ∈ Z, then

by Lemma 10.5.1 and Corollary 10.2.3, (10.5.2.2) is canonically isomorphic to the pairing∑
w|v

TrLw/Kv :
∏
w|v

OLw ×
∏
w|v

P̂
−vw(δL/K)
w → OKv .

To finish the proof of the Theorem, it suffices to show that (10.5.2.2), since it will imply

that δ−1
Lw/Kv

= P̂
−vw(δL/K)
w . We note first that OK,pv is a principal ideal domain, and every

finite generated torsion free module over OK,v is free. Let (α1, · · · , αn) and (β1, · · · , βn)

be respectively a basis of OL,pv and δ−1
L/K,pv

over OK,pv . Let (α∨1 , · · · , α∨n) be the basis

of HomOK,pv (OL,pv ,OK,pv). If φ : δ−1
L/K,pv

→ HomOK,pv (OL,pv ,OK,pv) denotes the map

induced by the pairing (10.5.2.1), then one has

φ(βj) =
∑
i

TrL/K(αiβj)α
∨
i .

Therefore, the perfectness of (10.5.2.1) is equivalent to det(TrL/K(αiβj)) ∈ O×K,pv . Now,

we view (αi)1≤i≤n and (βj)1≤j≤n as basis of ÔL,pv and δ̂−1
L/K,pv

over OKv respectively

via the canonical injection from the non-completed modules to the completed ones, then
similar arguments show that det(TrL/K(αiβj)) ∈ O×K,pv ⊆ Ô

×
K,pv

implies that (10.5.2.2) is
perfect.

10.6. Hermite-Minkowski’s finitness theorem

In this section, we give a proof of Hermite-Minkowski’s finiteness theorem using local
methods. We start with a finiteness theorem on local fields.

Theorem 10.6.1. — Let F be a finite extension of Qp. Given an integer n ∈ Z>0, there
exists only finitely many extensions of F of degree n.

Proof. — Since F has a unique unramified extension of degree d for each positive integer d
dividing n, it suffices to prove that there exist only finitely many totally ramified extension
of F of degree n. Let πF be a uniformizer of F , and put

S = {f(x) = xn + an−1πFx
n−1 + · · ·+ πFa0 | ai ∈ OF for i 6= 0, a0 ∈ O×F }.

Then we have an isomorphism of topological spaces

S ∼= On−1
F ×O×F .

Then a totally extension of F of degree n is generated by a root of f(x) with f(x) ∈ S. By a
Theorem 10.1.5, for each f(x) ∈ S, there exists ε > 0 such that F [x]/(f(x)) ∼= F [x]/(g(x))
for any g ∈ S with ‖f − g‖ < ε. Such g’s form an open neighborhood U(f, ε) of f(x) in S.
Then all such U(f, ε) cover the space S. Since S is compact, finitely many of U(f, ε), say
U(fi, εi) with 1 ≤ i ≤ r, cover S. Then every totally ramified extension of F of degree n
is isomorphic to one of F [x]/(fi(x))’s.
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The following Corollary is immediate from Theorem 10.6.1.

Corollary 10.6.2. — Let E/F be a finite extension of degree n, and vE(δE/F ) be the

integer such that δE/F = (π
vE(δE/F )

E ). Then vE(δE/F ) is bounded above in terms of n.

Theorem 10.6.3 (Hermite-Minkowski). — Let K be a number field, S be a finite set
of places of K. Then for a fixed integer n ∈ Z>0, there exist only finitely many extensions
of K unramified outside S of degree n.

Proof. — By Corollary 4.1.6, it suffices to show that the disriminant of any extension
L/K of degree n and unramified outside S is bounded above in terms of n and S. Indeed,
if L/K is such an extension, it follows from Corollary 3.3.6 that

|∆L| = |∆K |[L:K]NK/Q(DiscL/K) = |∆K |[L:K]NL/Q(δL/K),

where ∆L and ∆K denote respectively the discriminant of L and K. By assumption, the
order of δL/K at a finite place w of L is greater than 0 only if w divides a place v ∈ S. By
Theorem 10.5.2 and Corollary 10.6.2, the exponent of Pw in δL/K is equal to vLw(δLw/Kv),
and is bounded above in terms of n. Hence, NL/Q(δL/K) is bounded above in terms of n
and S. This finishes the proof.
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